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#### Abstract

The general techniques developed in an earlier paper [J. Math. Phys. 10, 494 (1969)] are applied to evaluate the singularities and discontinuities of unitarity integrals. The results are conveniently expressed in terms of what we call mechanism (or $M$ ) diagrams.


## 1. INTRODUCTION

A unitarity integral is regarded as an integral over real loop momenta of an integrand which is a product of mass-shell $\delta$ functions and mass-shell amplitudes possessing the Landau-Cutkosky singularity structure. This paper applies the results of a previous paper, ${ }^{1}$ hereafter called I, to the singularities of unitarity integrals occurring for physical momenta. The main problem in doing this is the framing of a suitable language or notation in which to deal with combinatorial complications. Since the anticipated singularities lie on arcs of Landau curves which can be related to Landau diagrams, and since the unitarity integrals themselves can be represented by unitarity diagrams, ${ }^{2}$ it is natural to develop a diagrammatic technique. In fact, it is already known ${ }^{3}$ (and here confirmed in greater detail) that, roughly speaking, the singularities of unitarity integrals correspond to diagrams obtained by replacing the "bubbles" of the unitarity diagram by Landau diagrams corresponding to possible singularities of the bubbles. The diagram so obtained is called a mechanism (or $M$ ) diagram, and plays a central role in providing simple rules for further important properties of the singularities, namely, (i) in distinguishing which arcs of a Landau curve may be singular, (ii) in determining whether (and if so in what sense) the evaluations of the unitarity integral on the two sides of the singularity $I_{>}$and $I_{<}$are analytically related, (iii) in determining (where relevant) the discontinuity of the unitarity integral, paying special attention to the integration region and over-all numerical factors, and (iv) in providing general

[^0]rules for the quantities $I_{>}-I_{<\eta-i \epsilon}$, where $I_{<\eta-i \epsilon}$ is a continuation of $I_{<}$to the same side as $I_{>}$.

The work applies to any unitarity integral, however many particles are involved, and to any singularity, providing that the corresponding Landau diagram has no more than one line joining any two bubbles (a restriction we intend to remove in a future paper). We exclude points where the singular curve has a node or intersects other singular curves. In Sec. 2 we recall how Landau singularities and unitarity integrals are conveniently related to Landau and unitarity diagrams, and in Sec. 3 we use the idea of a mechanism diagram to find what singularities unitarity integrals may have. The $M$ diagram is relevant for each of the three classes of singularity distinguished in I-generative, explicit, and regenerative-and it also provides a rule for the natural distortion prescribing the analytic relation, if any, between $I_{<}$and $I_{>}$. In Sec. 4 we find that the main difficulty in using the results of I to evaluate the discontinuity due to a specific generative mechanism is that, when we have identical particles, a given singularity may be generated by many different sets of singularity surfaces, and we must have a technique for counting the different pinch points that arise. This is provided by a simple grouptheoretic treatment of permutational symmetries in the relevant diagrams. In Sec. 5 we derive rules for evaluating $I_{>}-\left(I_{<}\right)_{n-i \epsilon}$ that are valid, no matter how the singularity originates. This is our main result, and it is employed in the subsequent paper, in which the unitarity equations are used to determine the singularities of the amplitude itself.

## 2. LANDAU DIAGRAMS

Consider a diagram representing a sequence of intermediate scattering processes that may occur for a given number of initial and final external particles. By energy-momentum conservation at each vertex, each internal line carries a four-momentum $q$, which is a linear combination of the external momenta $p$ and loop momenta $k$, just as in a Feynman diagram.


Fig. 1. Examples of Landau diagram; (a), (b), and (f) are nonsimple. With $n_{L}$ and $n_{F}$ as explained in the text we have (a) $n_{F}=$ $n_{L}=2$, (b) $n_{F}=n_{L}=6$, (c) $n_{F}=6, n_{L}=2$, (d) $n_{F}=n_{L}=1$, (e) $n_{F}=n_{L}=2$, and (f) $n_{F}=8 n_{L}=4$.

Associated with one such diagram will be the set of Landau equations:

$$
\begin{align*}
q^{2}-m^{2} & =0 \text { for each internal line, } \\
\sum_{k} \alpha q & =0 \text { for each loop } i \tag{2.1}
\end{align*}
$$

(where the summation runs over lines carrying $k$ and is measured in the sense of the loop), which implicitly define a Landau curve $L(p)=0$. If the equations have a solution for physical $p$ (so that the Landau curve enters the physical region for the amplitude) and for real $q$, then each $\alpha$ is real and (making some choice of over-all factor) has a definite sign, as does each $q_{0}$. Corresponding to a particular solution of this sort, we draw a diagram orientated so that positive energy flows in a definite sense, say from right to left, and we label the lines with the signs of the $\alpha$ 's. This diagram we call the Landau diagram, and examples are given in Fig. 1. Note that to preserve the sense of energy flow we may be obliged to stretch out a vertex, as in the so-called "pseudothreshold" of 1 (c).

Our Landau diagram thus corresponds to a particular solution of the Landau equations rather than to the curve itself. If a diagram has a symmetry that allows internal lines to be permuted without altering its structure (while holding external lines fixed and paying no regard to line labels or sense), this tells us that any new association of $q$ 's to internal lines which is effected by the permutation is also a solution to the equations at the same $p$. These symmetry operations form a group which we call $G_{F}$, of order $n_{F}$. It is also convenient to define a group $G_{L}$, of order $n_{L}$, which is the subgroup of $G_{F}$ which respects both the sense
of the internal lines and their labels $(+,-)$. Illustrations appear in Fig. 1.
In what follows we shall assume, for simplicity, that only one Landau diagram corresponds to the Landau curve under consideration, and that the various solutions at a particular $p$ are all related by symmetry operations which are elements of $G_{F}$. This restriction is not essential, as we note in Sec. 5.
As explained in I, we can express the Landau curve as

$$
\begin{equation*}
L(p) \equiv \sum \alpha\left(q^{2}-m^{2}\right)=0 \tag{2.2}
\end{equation*}
$$

and define a normal variable $\eta$ by

$$
\begin{equation*}
d \eta=\frac{\partial L}{\partial p} d p=\left(\sum_{p} \alpha q\right) d p \tag{2.3}
\end{equation*}
$$

where $\sum_{p}$ runs over lines carrying $p$ and a summation over the $p$ 's is understood. This variable depends, of course, on the choice of over-all sign for the $\alpha$ 's. (If the $\alpha$ 's have the same sign, we shall conventionally choose them to be all positive.)

## Unitarity Integrals

Unitarity integrals are conveniently represented by diagrams, called I diagrams, of which examples are given in Fig. 2. The contribution (also called $I$ ) that a unitarity integral makes to the right-hand side of the unitarity equation is given by the rules ${ }^{2}$ :
(i) $A^{+}$or $A^{-}$for each + or - bubble, respectively,
(ii) $-2 \pi i \delta^{+}\left(q^{2}-m^{2}\right)$ for each internal line,
(iii) $\int i(2 \pi)^{-4} d^{4} k$ for each loop,
(iv) $\left(n_{I}\right)^{-1}$ where $n_{I}$ is the symmetry number of the diagram,
(v) $-(-1)^{\text {number of minus bubbles }}$.

The symmetry number $n_{I}$ is defined as the number of permutations of internal lines that leave the structure


Fig. 2. Examples of $I$ diagrams.
of the diagram unchanged, and is made up of factors $n$ for each $n$-particle intermediate state joining two bubbles.

The integrand thus has $\delta$-functions constraints

$$
\begin{equation*}
D(p, k) \equiv q^{2}-m^{2}=0 \tag{2.5}
\end{equation*}
$$

and real singularities which are the real singularities of the bubbles. These we assume to be the positive- $\alpha$ parts of Landau curves. ${ }^{4}$ They can be written

$$
\begin{equation*}
S(p, k) \equiv \sum \hat{\alpha}\left(q^{2}-m^{2}\right)=0, \tag{2.6}
\end{equation*}
$$

where the $\hat{\alpha}$ 's are all positive and the $q$ 's are the momenta of the lines of the corresponding Landau diagram for the bubble. $\hat{\alpha}$ and $q$ are solutions to the Landau equations for that diagram and so are expressed in terms of the external and loop momenta $p$ and $k$ that appear in $I$ itself. We further assume, as for Feynman integrals, the + and - amplitudes are $\eta+i \epsilon$ and $\eta-i \in$ limits, respectively, on to $\eta$ real. Hence the singularities $S$ of the integrand obey as $S+i \epsilon$ or $S-i \epsilon$ prescription accordingly as they occur in a + or - bubble, that is, the sign of the prescription is that of the bubble label.

For "simple" singularities (those corresponding to Landau diagrams with only single lines joining any two bubbles) we assume that the discontinuity in $\eta$ of the + amplitude is given in terms of the corresponding Landau diagram by the Cutkosky rules:
(i) $A^{+}$for each bubble,
(ii) $-2 \pi i \delta^{+}\left(q^{2}-m^{2}\right)$ for each line,
(iii) $\int i(2 \pi)^{-4} d^{4} k$ for each loop,
(iv) $\left(n_{L}\right)^{-1}$, where $n_{L}$ is defined above.

This agrees with the result obtained in perturbation theory (see I, Sec. 4), if we note that any inequality of $n_{L}$ and $n_{F}$ will be compensated by the appearance of $\delta^{+}$rather than $\delta$ in the rules above. This reduces the number of pinch points counted, according to arguments similar to ones that will be presented in Sec. 4.

In the case when more than one singularity coming from a particular bubble participates in the pinch, it is the multiple discontinuity at their intersection which is relevant. As we see later, this vanishes unless the singularities can be put together in one hinged diagram [such as Figs. 2(c) or 2(d)], in which case the multiple discontinuity is given by the rules above. ${ }^{5}$

## 3. SINGULARITIES OF UNITARITY INTEGRALS

Unitarity integrals satisfy the appropriate conditions for Theorems 1 and 2 of I. We distinguish four

[^1]possibilities:
(a) Generative singularity, in which the $S$ 's coming from a particular bubble can be represented by one diagram for that bubble (so that if more than one $S$ comes from a particular bubble, they are to correspond to the hinged diagram just discussed). In the unitarity diagram I we replace each bubble by the Landau diagram corresponding to its particular participating singularity, if any, and label the new bubbles with the sign of the parent bubble, obtaining what we shall call the $M$ diagram. According to I, Sec. 2, the resulting singularity has equation $L(p) \equiv \sum \sigma S+\sum \alpha D=0$. By (2.2) and (2.6) this is
\[

$$
\begin{equation*}
L(p) \equiv \sum \alpha\left(q^{2}-m^{2}\right)=0, \tag{3.1}
\end{equation*}
$$

\]

where the summation extends over the lines of the $M$ diagram, the $q$ being its internal momenta. Further,
$\alpha= \begin{cases}\alpha & \begin{array}{l}\text { for phase space lines appearing in } M \text { (zero if } \\ \text { they do not participate) },\end{array} \\ \hat{\alpha} \sigma & \text { for lines that appear in } M \text { through having } \\ \text { been inserted in the bubbles of } I .\end{cases}$

We consider the lines of $M$ as being labeled with the signs of the $\alpha$ 's, if nonzero, and with the label $o$ if $\alpha=0$ (which can only apply to phase-space lines). Then from (2.2) we recognize (3.1) as the equation of the Landau singularity corresponding to the Landau diagram obtained by contracting out the $o$ lines. In Fig. 3 we give examples of the procedure $I \rightarrow M \rightarrow L$.
(b) Generative singularities not of type (a). In this case two or more $S$ 's coming from a particular bubble cannot be represented by a single diagram. The resultant singularity cannot therefore be represented by a Landau diagram, and would not appear to be a Landau singularity. Although this sort of pinch is
(a)

(b)

(c)

(d)


Fig. 3. Examples of the procedure $I \rightarrow M \rightarrow L$ for
generative mechanisms.


Fig. 4. Examples of the procedure $I \rightarrow M \rightarrow L$ for explicit mechanisms.
genuine, we shall see that such singularities are spurious as they have zero discontinuity. ${ }^{6.7}$
(c) Explicit singularity. This is just case (a) with no $S$ 's and hence no insertions, and can lead only to Landau singularities (see Fig. 4).
(d) Regenerative singularity. In this case we have a singularity of a bubble which does not depend on the integration variables. Diagrammatically, the effect is that the $M$ diagram is hinged in a characteristic way, as in Fig. 5. We sum up possibilities (a), (c), and (d) in

Rule 1: Physical unitarity integrals may be singular on the Landau curves corresponding to diagrams obtained by inserting some (or no) physical subdiagrams into the bubbles and contracting some (or no) phase space lines.

## Natural Distortions

According to the first theorem of $I$, to be singular a particular mechanism must satisfy

$$
\begin{equation*}
\operatorname{sign} \sigma_{1} \epsilon_{1}=\sin \sigma_{2} \epsilon_{2}=\cdots=\operatorname{sign} \epsilon_{\mathrm{nat}} \tag{3.3}
\end{equation*}
$$

that is, the quantities $\sigma \epsilon$ take the same sign for each singularity, and $\epsilon_{\text {nat }}$ is an increment of that sign. If the singularity is explicit, we understand $\epsilon_{\text {nat }}=0$, as this equation suggests. Furthermore, according to Theorem 2 of paper $I$, the integrals $I_{>}$and $I_{<}$(evaluated in $\eta>0$ and $\eta<0$ ) are not analytically related if $\epsilon_{\text {nat }}=0$. For brevity we shall say the mechanism is singular + if $\epsilon_{\text {nat }} \geq 0$, and singular - if $\epsilon_{\text {nat }} \leq 0$. With this definition explicit mechanisms are both. As the sign of the $\epsilon_{i}$ associated with each $S_{i}$ in our unitarity integral is simply the label of the bubble, (3.3) implies that, for singularity, $\operatorname{sign} \sigma=\operatorname{sign} \epsilon_{\text {nat }}$ times the label of the bubble. By (3.2), as $\hat{\alpha}>0$, this is also the line

[^2]label of any line inserted into the bubble. So we have
Rule 2: The mechanism corresponding to a particular $M$ diagram is
singular + if every line joining + bubbles has label + and every line joining - bubbles has label - ,
singular - if every line joining + bubbles has label and every line joining - bubbles has label + , and nonsingular otherwise.
Note that although the line labeling of an $M$ diagram has an arbitrary over-all sign, the rule itself is intrinsic because the notion of singular $\pm$ also depends on this sign through the definition of $\eta$. The mechanism diagrams in Figs. 3 and 5 are singular + .

## Effects of Contracting Out $o$ Lines

According to Theorem 1 of $I$, there is the further necessary condition for singularity that, for nonparticipating $D$ 's, $D=0$. In terms of the $M$ diagram, this means that each $o$ line must satisfy both momentum conservation and $q^{2}-m^{2}=0$. First we note that if one $o$ line joins two bubbles, then all other lines joining these two bubbles must be $o$ lines, if $L$ is to be sensible.

Suppose only one o line joins two bubbles. Its momentum is determined by momentum conservation in terms of the other lines of $M$, and hence, on the Landau curve, in terms of the external momenta $p$. When $q^{2}=m^{2}$, which is necessary for singularity, the Landau equations which involve this line in addition are also satisfied, but with the corresponding $\alpha$ zero. Thus the Landau curve corresponding to the diagram got by contracting a single $o$ line is nonsingular except at the effective intersection with the higher-order curve corresponding to the participation of the line.

Now consider a case where many o lines join two given bubbles. If $k$ are the loop momenta they form, then the participating $S$ 's and $D$ 's are independent of $k$ and we have the infinite degeneracy situation considered in Sec. 3 of paper I. Reality and the mass shell conditions for the $o$ lines imply

$$
\left(\sum q\right)^{2} \geq\left(\sum m\right)^{2}
$$

where $\sum$ runs over the $o$ lines. Consequently, singularity occurs only on the part of the Landau curve


Fig. 5. An example of the procedure $I \rightarrow M \rightarrow L$
for a regenerative mechanism.
where this is true. The transition between singularity and nonsingularity takes place when the equality holds, in which case the Landau equations for the higher-order curve in which these $o$ lines participate, with zero $\alpha$ 's, are also satisfied. Thus we have the antihierarchial effect, ${ }^{8}$ mentioned in I, that the singularity of unitarity integrals may be affected by effective intersections with higher-order Landau curves.

These two phenomena are quite awkward in that we can no longer classify singularities solely by the $\alpha$ signs on $L$. Fortunately, they will each be automatically accounted for by our subsequent discontinuity formula, and need not be explicitly considered.

From our analysis we discover that unitarity integrals are in general singular on different parts of Landau curves from Feynman integrals, so that we cannot say they have global it prescriptions, both because the sense in which they are limits on to $\eta=0$ depends upon the signs of the $\alpha$ 's and because they may be singular in regions containing places where the normal variable $\eta$ may cease to be defined.

## 4. DISCONTINUITIES OF UNITARITY INTEGRALS

According to the ideas of paper I, we can isolate contributions to a given discontinuity that are due to different mechanisms by choosing suitable $R$ regions to surround the pinch points. The first main discontinuity result of this paper is that the contribution to $\mathrm{dif}_{\eta}^{>} I$ arising from a given generative mechanism is given by

$$
\begin{equation*}
M_{>}-\left(M_{<}\right)_{\eta-i \epsilon_{\mathrm{nat}}}, \tag{4.1}
\end{equation*}
$$

where $M$ is an integral obtained from the $M$ diagram corresponding to the generative mechanism by the diagrammatic rules below. $M_{>}$is $M$ evaluated in $\eta>0$ and $\left(M_{<}\right)_{\eta-i \mathrm{E}_{\text {nat }}}$ is the continuation of $M_{<}$ evaluated in $\eta<0$ into the region $\eta>0$ following an $\eta-i \epsilon_{\text {nat }}$ detour at the singularity $\eta=0$. The rules are
(i) $A^{+}$or $A^{-}$for each + or - bubble;
(ii) $-2 \pi i \delta^{+}\left(q^{2}-m^{2}\right)$ for each line;
(iii) $\int i(2 \pi)^{-4} d^{4} k$ for each loop;
(iv) $\left(n_{M}\right)^{-1}$ where $n_{M}$ is the symmetry number of the $M$ diagram;
(v) $-(-1)^{\text {number of minus bubbles }}$;
(vi) the integration is restricted to regions in the space of loop momenta of $M$ that are not contracted out. These regions surround the pinch points corresponding to the line labeling of the $M$ diagram.
${ }^{8}$ P. V. Landshoff, D. I. Olive, and J. C. Polkinghorne, Nuovo Cimento 43, 444 (1966).

The symmetry number $n_{M}$ is the number of permutations of the internal lines of $M$ that preserve $M$, holding external lines fixed and taking into account the labeling of its bubbles and of its lines. The resemblances between these rules and the unitarity and Cutkosky rules (2.4) and (2.7) are of course significant and fortunate for the ease of future analysis. We now derive these rules.

## First Steps in the Proof

In paper I (Theorem 3) we showed that the contribution to the discontinuity of the integral arising from a particular generative mechanism characterized by a pinch of singularity surfaces $S$ and constraint surfaces $D$ is given by

$$
\begin{equation*}
C_{>}-\left(C_{<}\right)_{\eta-i \epsilon_{\mathrm{nat}}}, \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
C \equiv \int_{R(k)>0} \prod_{i} \operatorname{dif}_{S_{i}}^{\gamma_{i}} f d k \tag{4.4}
\end{equation*}
$$

where $R>0$ is a region surrounding the pinch point $\hat{k}, \gamma_{i}$ are $>$ or <chosen arbitrarily, and $f$ is understood to contain the constraints. In our case $f$ is a product of $A^{+\prime} \mathrm{s}, A^{-} \mathrm{s}$, and mass-shell $\delta$ functions. In $S>0, \operatorname{dif}_{S}^{>} f$ for an $S$ occurring in a + bubble is got by replacing that $A^{+}$by its Cutkosky discontinuity (2.7). If $S$ occurs in a - bubble, then as - is found by Hermitian conjugation of a + amplitude, so is its dif: $\operatorname{dif} A^{-}=\left(\operatorname{dif} A^{+}\right)^{\dagger}$. Under Hermitian conjugation of the rules (2.7), each $A^{+}$becomes $A^{-}$. According to the rules, there is also an imaginary factor (i) ${ }^{l-m}$, where $l$ and $m$ are the numbers of loops and lines of $L$, which under conjugation becomes $(-i)^{l-m}$, thereby introducing a factor $(-1)^{m-l}$. Now for any connected diagram, $m-l=v-1$, where $v$ is the number of vertices. Therefore in $S>0 \operatorname{dif}_{S}^{>} A^{-}$is given directly in terms of the $L$ diagram corresponding to $S$ by the rules
(i) $A^{-}$for each bubble,
(ii) $-2 \pi i \delta^{+}\left(q^{2}-m^{2}\right)$ for each line,
(iii) $\int i(2 \pi)^{-4} d^{4} k^{4}$ for each loop,
(iv) $\left(n_{L}\right)^{-1}$ as in (2.7),
(v) $-(-1)^{\text {number of minus bubbles }}$.

Since in Eq. (2.6) we adopted the convention $\hat{\alpha}>0$, it is in the region $S>0$ that the Cutkosky formula is valid with real contours of integration. Further, the Cutkosky integrals vanish in $S<0$ since, according to Pham, ${ }^{7}$ there is a real vanishing cycle in $S>0$. Accordingly, we choose to set each $\gamma_{i}$ in (4.4) equal to $>$. Inserting (2.7) and (4.5) into (4.4), we see that we do indeed get an $A^{+}$or $A^{-}$factor for each ( + ) or ( - )
bubble of the $M$ diagram. Further, each (-) bubble brings an extra factor ( -1 ), so we have understood aspects (i), (ii), (iii), and (v) of (4.2). We go on to discuss (iv) in the next subsection. As for (vi), the restriction on the uncontracted loop momenta appearing on the original integral follows from the $R$ region ideas of I , whilst the fact that the loop momenta which correspond to the use of the Cutkosky formula for dif's of the integrand are similarly restricted is due to the existence of the vanishing cycle already noted. The argument is unaffected by infinite degeneracies associated with multiple o lines; compare the discussion of this point in I.

## The Symmetry Factor

The factor ( $\left.n_{I} \Pi n_{C}\right)^{-1}$ (where $n_{C}$ are symmetry numbers associated with inserted Cutkosky formulas) for one contribution is not, in general, the $n_{M}^{-1}$ given by our rules. This is because the $M$ diagram may represent more than one mechanism. For example, in Fig. 3(a) for the equal-mass case $L$ is generated in $I$ not only by the pole at $s_{238}=m^{2}$, but also by the pole at $s_{237}=m^{2}$ and the contributions to the discontinuity from the two mechanisms are the same. The numerical factor is therefore twice the $\left(n_{I} n_{C}\right)^{-1}$ of each contribution, or $2 \times(2 \times 1)^{-1}$, which is $n_{M}^{-1}, n_{M}$ the symmetry number of the $M$ diagram, as predicted by the rules. Similarly, in Fig. 3(b) the three generative mechanism in $I$ involving poles in ( $s_{569}$ and $s_{239}$ ), ( $s_{568}$ and $s_{238}$ ), and ( $s_{567}$ and $s_{237}$ ) yield a contribution which when expressed as an integral over just one $R$ region carries a numerical factor $3 \times(6 \times 1)^{-1}$, $=n_{M}^{-1}$.

For identical particles, symmetries imply that pinch points can occur together in sets-for if there is one mechanism making $I$ singular at a given $\bar{p}$, then there may be many, as in the above examples. Furthermore, as a symmetry in the $M$ diagram reflects a symmetry in the Landau equations, a given set of $S$ 's may pinch at several places at once. We have chosen to represent all these symmetry-related pinches by one $M$ diagram; consequently, to find the numerical factor associated with its contribution we shall have to count how many such pinch points there are. The first step is to count the number of mechanisms, that is, the number of distinct insertions of Landau singularities into the bubbles of $I$ that lead to a given $M$.

Let us number the internal lines of the unitarity diagram $I$ in order that we may distinguish them, and let $G_{I}$ be the group of permutations of these lines which preserve the structure of $I$ when the external lines are held fixed. The order of $G_{I}$ is $n_{I}$, the number appearing in the rules (2.4). Let us similarly label
the corresponding lines of the $M$ diagram and permute these labels according to elements of $G_{I}$ to get a new diagram. If the permutation is such that the resultant diagram can be rearranged into its original form while holding external lines fixed, then the singularities of the unitarity integrand indicated by these two $M$ diagrams are the same. Examples are (78) in Fig. 3(b) and (13)(24) in Fig. 3(d). Such permutations form a group which we call $G_{S}$, a subgroup of $G_{I}$. Permutations for which this rearrangement is impossible [e.g., (78) in Fig. 3(a)] lead to different singularities of the unitarity integrand which nevertheless generate the same singularity $\Gamma$ unless we break our assumption that $\Gamma$ corresponds to a unique Landau diagram.

The cosets of $G_{S}$ in $G_{I}$ are in one-to-one correspondence with the distinct sets of similar singularities of the $I$ integrand giving $\Gamma$. By Lagrange's theorem, there are $n_{I} / n_{S}$ of these sets. In order usefully to re-express this number $n_{S}$ we now number all internal lines of the $M$ diagram and define
$\hat{G}_{M}=$ group of permutations of lines of $M$ leaving it invariant, while holding external lines fixed and respecting bubble labels,
$G_{+}\left(G_{-}\right)=$group of permutations of lines of $M$ joining $+(-)$ bubbles that leave $M$ invariant, holding all other lines fixed.

By invariant we mean that the final diagram can be rearranged into the original diagram without permuting any lines.
Then $G_{+} \otimes G_{-}$is an invariant subgroup of $\hat{G}_{M}$ and the quotient group $\hat{G}_{M} / G_{+} \otimes G_{-}$is isomorphic to the $G_{S}$ defined above.
According to Bose (or Fermi) statistics, the unitarity integrand is invariant under permutations of phase-space momenta given by $S_{I}$, and so the $n_{I} / n_{S}=$ $n_{I} n_{+} n_{-} / \hat{n}_{M}$ symmetry-related sets of $S$ 's contribute equally to the discontinuity across $\Gamma$. The discontinuity contributed by one set has a numerical factor $\left(n_{I}\right)^{-1}$ coming from $I$ [see (2.4)] and factors $\left(n_{+}\right)^{-1}$ and ( $\left.n_{-}\right)^{-1}$ coming from the inserted Cutkosky formulas (2.7) and (4.5). Hence, adding contributions, the over-all numerical factor associated with the $M$ diagram contribution is

$$
\frac{1}{n_{I}} \frac{1}{n_{+}} \frac{1}{n_{-}} \frac{n_{I} n_{+} n_{-}}{\hat{n}_{M}}=\frac{1}{\hat{n}_{M}}
$$

provided we integrate the $M$ integral over the $R$ regions associated with all the pinch points involving one particular set of $S$ 's.

In (4.2) we integrated over what may be a smaller
number of $R$ regions, namely, those associated with pinch points corresponding to a specific line labeling of the phase space lines in $M$, and we had a numerical factor $\left(n_{M}\right)^{-1}$ rather than the above. In order to get this form, which is useful in later work (paper III of this series, the following paper), we define
$G_{M}=$ group of permutations of internal lines of $M$ which leave $M$ invariant while holding external lines fixed and taking into account both bubble and line labels $(+,-$, or $o)$.

Then $G_{M}$ is a subgroup of $\hat{G}_{M}$, though not an invariant one, and its left cosets in $\hat{G}_{M}$ correspond to elements of $G_{S}$ giving distinct rearrangements of labels (,+- , and $o$ ) on the phase-space lines. Thus for each pinch point corresponding to a specific line labeling there is a family of $\hat{n}_{M} / n_{M}$ distinct pinch points involving the same $S$ 's but different line labelings, as obtained by these cosets. Each member of such a family contributes a numerically equal amount to the total discontinuity, and if we integrate over the $R$ regions associated with just one member of each family, the numerical factor is

$$
\frac{\hat{n}_{M}}{n_{M}} \frac{1}{\hat{n}_{M}}=\frac{1}{n_{M}},
$$

as quoted in (4.2).
We have implicitly assumed that all pinch points discussed so far can be treated independently. By a later result dif's for singularities in different generating sets annihilate each other at their intersection, while pinch points for the same $S$ 's but corresponding to different line labelings must be distinct, in the cases we are considering.
The pinch points we are left with, namely, those corresponding to a specific line labeling, are permuted among themselves by elements of $G_{M}$, but we cannot in general tell whether or not they are distinct, and so do not separate their contributions further.

## 5. EVALUATION OF $I_{>}-I_{<\eta-i \epsilon}$

## Regenerative and Explicit Mechanisms

In I we saw that the integral formula we have just used to get our first result (4.2) generalizes to the situation in which many generative mechanisms and a regenerative or explicit mechanism operate at the same time in the integral to give (Theorem 4 of I)

$$
I_{>}-I_{<\eta-i \epsilon}=\left(\sum_{+} C\right)_{>}-\left(\sum_{+} C\right)_{<\eta-i \epsilon},
$$

where
$C=\int_{R>0} \Pi \operatorname{dif}_{\mathcal{S}_{i}}^{\gamma_{i}} f d k \quad$ for generative mechanisms,
$C=\int \operatorname{dif}_{S}^{>} f d k \quad$ for regenerative
$C=\int_{R>0} f d k$
for explicit mechanisms, ()
and $\Sigma_{+}$is the sum over all singular + mechanisms. We now translate this into $M$-diagram terms to obtain our final result.

In the case of an explicit mechanism, as in Fig. 4, the $M$ diagram is $I$ itself. $M$ is both singular + and singular -. The numerical factor is $n_{I}^{-1}$, and the only symmetries of such an $I$ are found by permuting lines joining the same two bubbles, which must carry the same line labels (in the case where they are not contracted out, this is implied by $\sum \alpha q=0$ ). In this case therefore $n_{M}=n_{I}$ and the numerical factor is still given by $n_{M}^{-1}$.

A regenerative mechanism corresponds to $L$ itself being inserted in a bubble of $I$ to form an $M$ diagram. $L$ is recovered from $M$ by contracting all the phasespace lines, which therefore have label $o$. The inserted lines will all carry labels + if we take it that we know $L$ is singular only on the positive- $\alpha$ Landau curves. The contribution to the discontinuity is then given by the $M$-diagram rules, for in this case $n_{I} n_{L}=n_{M}$, while the $R$-region specification is made automatic because of the existence of a vanishing cycle for the $L$ discontinuity.
Finally, in order to apply Theorem 4 of I, we must confirm that when generative and a regenerative mechanism act together,

$$
\operatorname{dif}_{L} \prod_{i} \operatorname{dif}_{S_{i}} f=0
$$

Since $\prod_{i} \operatorname{dif}_{S_{i}} f$ is given by the Cutkosky rules, the nonvanishing of the expression above would be equivalent to saying that the $M$ diagram for the generative process has $L$ as a regenerative singularity. This would mean that the diagrams $M$ and $L$ could be hinged, and indeed that $L$ could be hinged with itself, since $M$ goes into $L$ by contracting internal lines. The two vertices of $L$ which are put together in the hinging process must have external lines exhausting all external lines of $L$, if the hinging is to be possible. This cannot be so unless $L$ has only two vertices with external lines; the result thus follows for all other graphs, and, in particular, for all simple graphs.

To sum up,

$$
\begin{equation*}
I_{>}-I_{<\eta-i \epsilon}=\left(\sum_{+} M\right)_{>}-\left(\sum_{+} M\right)_{<\eta-i \epsilon} \tag{5.2}
\end{equation*}
$$

where the sum runs over all singular $+M$ diagrams, which are the diagrams got by inserting some (or no) + lines into + bubbles and some (or no) - lines into bubbles of $I$, which, by contracting some phase space lines (those labeled $o$ ), give $L$, and whose remaining lines are labeled with the sign they have in $L$.

## The Spurious Singularities

We now consider case (b) of Sec. 3, when one of the bubbles $A$ of $I$ contributes two singularities, say $S_{1}$ and $S_{2}$, to a given generative mechanism. By (5.1) the resulting contribution to the discontinuity has a factor $\operatorname{dif}_{S_{1}} \operatorname{dif}_{S_{2}} A$ in the integrand which is integrated over a neighborhood of the intersection of $S_{1}$ and $S_{2}$. This is nonzero only if $\operatorname{dif}_{S_{2}} A$, which is a Cutkosky integral, is singular on $S_{1}$. Since $S_{1}$ is a Landau singularity and since our previous results apply equally well to Cutkosky integrals, we consider the possible $M$ diagrams by which this could be so.

Consider the possibility of a generative mechanism. Since $\operatorname{dif}_{S_{2}} A$ is evaluated close to $S_{2}$, which is the positive- $\alpha$ arc of a Landau curve, the internal momenta very nearly satisfy the Landau equations. The same applies to the corresponding lines of the $M$ diagram. Hence the internal momenta of the $M$ diagram must satisfy two different sets of Landau equations, corresponding to $S_{1}$ and $S_{2}$. Then a third set of Landau equations is also satisfied, namely, those of $M$ itself, and so if the double discontinuity is nonzero because of a generative mechanism, we are on another Landau curve, a situation we have excluded from consideration.

Similar arguments apply to explicit mechanisms, while if $S_{1}$ is a regenerative singularity of $\operatorname{dif}_{S_{2}} A$, then the $M$ diagram is a hinged diagram, and we have case (a) of Sec. 3, which has already been considered.

## 6. COMMENTS

Notice that our formulas (5.2) remain true when there is the form of nonsingularity, discussed in Sec. 3, associated with the presence of $o$ lines in $M$. This occurred because the nonparticipating $\delta$-function constraints could not be satisfied simultaneously with the Landau equations. By virtue of the $R$ region, the momenta of the $M$ integral corresponding to + and - lines are constrained to lie close to the pinch values given by the Landau equations; by the same token it is impossible to find real momenta which also satisfy the $\delta$-function constraints corresponding to the $o$ lines. Hence the integrand has zero support and the $M$ functions $M_{>}$and $M_{<}$both vanish.

This means that an important simplification has occurred. Although the arcs of possible singularity are not solely classified by the $\alpha$ assignments of the lines of $L$, in that transitions between singularity and nonsingularity occur at effective intersections with higher-order curves, nevertheless the form of the discontinuity formula which is applicable can be classified according to the $\alpha$ signs of $L$.
Finally, we recall our assumption that our Landau corresponds to just one Landau diagram $L$. If, as may be the case, it corresponds to several such diagrams, the modification to our procedure is obvious, and we add separately the $M$ diagram contributions corresponding to each $L$.
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#### Abstract

Drawing on the understanding of unitarity integrals acquired in previous papers [J. Math. Phys. 10, 494, 545 (1969)], we show that unitarity demands that connected amplitudes be singular on the positive- $\alpha$ arcs of all "simple" Landau curves in their physical regions. Further, we show that the amplitudes are nonsingular on mixed- $\alpha$ arcs, while on the positive $-\alpha$ arcs their discontinuities are given by the Cutkosky rule. This confirms arguments from perturbation theory and demonstrates how a weak analyticity assumption can generate in an exact way a singularity scheme relating to causality.


## 1. INTRODUCTION

In this paper we apply the results of the preceding papers ${ }^{1.2}$ of the series to determine the physicalregion singularities of connected $S$-matrix amplitudes, showing them to be the positive- $\alpha$ arcs of Landau curves with associated discontinuities given by the Cutkosky formula. We restrict our attention to singularities corresponding to simple Landau curves, that is, curves whose Landau diagrams have no more than one line joining any two bubbles. The discussion of the nonsimple case requires refinements of technique which we postpone to a later paper.
The procedure is a generalization of one already carried out successfully in the study of particular examples. ${ }^{3}$ It consists of comparing the physical unitarity equation holding on one side of a Landau curve with an analytic continuation of the unitarity equation holding on the other side. The two are, in general, different because of the mechanisms which make unitarity integrals singular, which were discussed in II. From their simultaneous validity in Sec. 2 we

[^3]are able to deduce an equation of the form
\[

$$
\begin{equation*}
\sum_{R}(\operatorname{dif} A)\left(1-B^{-}\right)=\sum_{\theta, E}^{+} M_{>}-\sum_{Q, E}^{+} M_{\langle\eta-i \epsilon} . \tag{1.1}
\end{equation*}
$$

\]

The terms on the right involve known quantities arising from the various generative and explicit mechanisms operating in the unitarity integrals, while the terms on the left arise from regenerative singularity mechanisms and involve unknown quantities, the discontinuities of several amplitudes $A$ across singularities related to the Landau curve under consideration. The number of terms to be included in the original unitarity equation depends upon the values of external momenta, and this is also true of (1.1), but the argument is phrased in a way that will take this fact into account.

The first step in solving (1.1) is to simplify the righthand side by means of a cancellation theorem obtained in Sec. 3 which states that a certain sum of $M$ terms adds to zero. The second step (Sec. 4) is to invert the operators on the left-hand side of (1.1) and obtain a unique solution for $\operatorname{dif} A$, the required discontinuities. Section 5 deals with alternative continuation procedures and the relaxation of certain assumptions made earlier. Section 6 sums up our conclusions.
We wish to emphasize two points about our argument, one methodological, the other morefundamental. To evaluate the right-hand side of (1.1) we need to know discontinuities of amplitudes across singularities corresponding to subdiagrams of the diagram under discussion. These subdiagrams involve fewer loops and their properties have been determined at an earlier stage of the inductive argument. To invert the equations we consider successive intervals between thresholds in the total energy, and since the energy at which the discontinuity of a subdiagram is evaluated never exceeds the total energy, we can indeed follow a well-defined induction procedure.

Finally, we emphasize that our discussion uses only unitarity, connectedness structure, and a relatively weak analyticity assumption. The latter is simply that the physical amplitudes defined in any neighborhood of the physical region are analytically related, and that the $\eta+i \in$ prescription provides the correct analytic relation for $A^{+}$across the positive- $\alpha$ arcs of Landau curves (which can actually be proved in specific examples). No use is made in this work of crossing or Hermitian analyticity.

## 2. THE ANALYTIC CONTINUATION OF UNITARITY RELATIONS

Paper II indicated that unitarity integrals are singular on Landau curves. We therefore consider one such Landau curve $\Gamma$ which corresponds to a Landau diagram $L$ which is simple, as defined in the introduction, and not hinged. ${ }^{4}$ We consider points of $\Gamma$ which lie on no other Landau curves and which are not themselves nodes. Our technique is to compare the physical-unitarity relations holding one side of $\Gamma$ with the analytic continuation of physical unitarity from the other side of the curve. In making the comparison we shall only continue the infinitesimal distance necessary to cross the curve.

Specifically, we shall consider the $\eta-i \epsilon$ continuation of unitarity written in the $S S^{\dagger}$ form, that is, the form in which - (i.e., "minus") bubbles appear to the right of + bubbles. For the moment we assume that $\eta-i \epsilon$ is the correct path of continuation for the bubbles. Later we show that arguments which were based on $\eta-i \epsilon$ or $\eta+i \epsilon$ continuation for either the $S S^{\dagger}$ or $S^{\dagger} S$ form would lead to the same singularity structure, and that in fact no assumption need be made as to the correct analytic continuation for the amplitudes, except on positive- $\alpha$ arcs. The unitarity relations are of the form

$$
\begin{array}{ll}
A(+)-A(-)=\sum_{\alpha} I_{>}^{\alpha}, & \eta>0 \\
A(+)-A(-)=\sum_{\alpha} I_{<}^{\alpha}, & \eta<0 \tag{2.1b}
\end{array}
$$

where, on the right-hand side, we sum over all integrals in the unitarity relation for given external momenta. If there are new terms in unitarity which appear as we cross $\Gamma$ (corresponding to explicit

[^4]singularities), the corresponding $I_{<}^{\alpha}$ will be zero, but this is taken account of in the formalism of II. If (2.1b) is now continued across $\Gamma$ in an $\eta-i \epsilon$ sense, $A(-)$ will continue into itself but $A(+)$ will be taken on to the wrong sheet of $\Gamma$, where we denote its value by $A(i)$. Subtracting the continued equation from (2.1a) gives
\[

$$
\begin{equation*}
A(+)-A(i)=\sum_{\alpha}\left(I_{>}^{\alpha}-I_{<\eta-i \epsilon}^{\alpha}\right) \tag{2.2}
\end{equation*}
$$

\]

The left-hand side is what we wish to evaluate. If it is zero, $\Gamma$ must in fact be nonsingular; if it is nonzero, $\Gamma$ is singular and (2.2) evaluates the discontinuity across it. According to (5.2) of II, (2.2) can be rewritten as

$$
\begin{equation*}
A(+)-A(i)=\sum_{\alpha} \sum^{+}\left(M_{>}^{\alpha}-M_{<\eta-i \epsilon}^{\alpha}\right) \tag{2.3}
\end{equation*}
$$

where the sum $\sum^{+}$extends over all the singular + mechanism diagrams associated with the singularity of the integral $I^{\alpha}$ on $\Gamma$. Note that, as explained in II, this sum may include terms with $o$ lines which represent integrals that in fact vanish over a range of external momenta. An example of this is provided by single-particle $o$ lines: an $M$ diagram containing such a line contributes nothing except at an effective intersection with the Landau curve whose diagram includes this line. Similarly, the formalism automatically takes antihierarchy into account, the switch from singularity to nonsingularity of an integral being matched by the vanishing of the contribution from one or more $M$ diagram terms. Thus, no explicit account need be taken of this phenomenon. ${ }^{5}$ It will sometimes be convenient for the manipulations not to remove such diagrams from (2.3), even though their contributions vanish.

## The Iterative Procedure

We now examine more carefully what information is used in evaluating the right-hand side of (2.3). In obtaining the explicit terms nothing is assumed. In obtaining the generative terms we have assumed Cutkosky discontinuity formulas for the singularities participating in the generative mechanism. Such a singularity corresponds to a subset of the internal lines of the diagram $L$ whose Landau curve we are discussing. This defines a partial ordering of singularities which allows the Cutkosky assumption to be made inductively. To evaluate the regenerative contributions, on the other hand, we would need the Cutkosky formulas for a set of singularities with the same internal lines as $L$ and with different numbers of external lines attached to the bubble of $L$ in ways

[^5]which are consistent with the given external momenta. These singularities must be considered simultaneously with $L$, and it obviously is not permissable to assume a Cutkosky formula for them without proof. We shall simply assume that each singularity has the same $i \epsilon$ prescription in the appropriate amplitude $A$ and write its discontinuity as an unknown quantity dif $A$. Returning to (2.3), this means that if $L$ has positive $\alpha$ 's, we must replace the Cutkosky form in each regenerative $M$ diagram by a connected bubble labeled $\operatorname{dif} A$ where $A$ is the relevant amplitude. If the $M$ diagram is $C B^{-}$, where $C$ represents the Cutkosky form and $B^{-}$the remainder of the diagram, then we replace it with $(\operatorname{dif} A) B^{-}$. If $L$ has mixed $\alpha^{\prime}$ s, we expect we shall find it to be nonsingular, and there are nonsingular regenerative $M$ diagrams in (2.3) according to the definitions of these $M$ diagrams given in II. However, as we cannot assume $L$ to be nonsingular from the outset, we must retain the set of regenerative terms $(\operatorname{dif} A) B^{-}$exactly as in the positive- $\alpha$ case. Finally, we note that regenerative and generative mechanisms in the same $I^{\alpha}$ do yield a sum of $M$ integrals for each mechanism separately, as $\operatorname{dif}_{L} \operatorname{dif}_{S} A=0$ with $S$ a singularity participating in a generative singularity. The argument is given in II. The equation we have to discuss in the inductive argument is therefore
\[

$$
\begin{equation*}
\operatorname{dif} A-\sum_{\alpha} \sum_{R}(\operatorname{dif} A) B^{-}=\sum_{\alpha} \sum_{E, G}^{+}\left(M_{>}^{\alpha}-M_{<\eta-i \epsilon}^{\alpha}\right), \tag{2.4}
\end{equation*}
$$

\]

where the sum may run over many $A$ 's and $B^{-}$'s.

## Partitions and Explosions

We can regard the $M$ diagram as being partitioned, the internal lines cut by the partition being the phase space lines of the original unitarity integral. ${ }^{6}$ According to II, the mechanism diagrams which are singular + for $L$ have the following properties:
(i) Each line cut by the partition bears positive energy from right to left and is labeled with $a+,-$, or $o$;
(ii) internal lines and bubbles to the left of the partition carry + labels, while those to the right of the partition carry - labels (this is for the $S S^{\dagger}$ form of unitarity);
(iii) contraction of $o$ lines and omission of bubble labels gives the diagram $L$.
These properties are valid regardless of whether the mechanism concerned is generative, explicit, or regenerative. Indeed, for a given $L$ we may define $M$
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Frg. 1. A diagram (a) together with possible explosions (b)-(f) of the vertex $X$. The dotted line is the partition.
diagrams as labeled diagrams with associated partitions satisfying the properties above. Any such diagram must be an $M$ diagram in the original sense, because, by contracting all lines not cut by the partition, we obtain the unitarity integral which would possess the singularity mechanism. Further, it is easy to recognize whether the mechanism is generative, regenerative, or explicit.

We can reverse this procedure and enumerate all possible $M$ diagrams by introducing the concept of explosions at vertices of the $L$ diagram. An explosion of a vertex is given by replacing it with a + bubble or - bubble or any other term occurring in the unitarity equation for the process represented by the bubble at the vertex (with $o$ labels on all the new lines introduced). Having done this at each vertex, we retain those diagrams which satisfy the conditions above and which are compatible with energy-momentum conservation for the values of external momenta considered. Figure 1 illustrates the explosion procedure.

## Disposable Vertices

A particularly important type of vertex in the original Landau diagram is that at which all the incoming


Fig. 2. A vertex which has a unique exploded version (below the three-particle subenergy threshold).
internal lines are - lines and all the outgoing internal lines are + lines. We call such vertex a disposable vertex because it will be possible to form mechanism diagrams in which the partition passes either to the right or to the left of the vertex. Moreover, in such a case there will also be diagrams in which the partition passes through lines introduced by exploding the vertex, and the set of all possible explosions will exactly correspond to the set of all terms in the unitarity equation appropriate to the process represented by the original vertex. For this reason disposable vertices play a vital role in the cancellation effects discussed in the succeeding section.
Explosions can also be made at vertices which are not disposable; an example is given in Fig. 2. In these cases, however, the set of possible explosions is limited, and it is not possible to have $M$ diagrams with partitions running to either side of the vertex, though, as Fig. 2 illustrates, it may be possible to displace the partition to one of the sides. We call these vertices explodable vertices. Their existence can lead to possible partitions which are not obvious on inspection of the original Landau diagram. An example is given in Fig. 3.

## 3. THE CANCELLATION THEOREM

The right-hand side of Eq. (2.4) can now be read as a sum over all possible $M$ diagrams that correspond to singular + generative and explicit mechanisms, without reference to the particular unitarity integrals $I^{\alpha}$ in which they arise. To simplify this sum we prove the following cancellation theorem:

$$
\begin{equation*}
\sum_{G, E, R}^{+} M=0 . \tag{3.1}
\end{equation*}
$$

That is, the sum of all the $M$ integrals corresponding to singular $+M$ diagrams for $L$ vanishes when the


Fig. 3. A Landau diagram with an associated partitioned mechanism diagram made possible by the existence of an explodable vertex.


Fig. 4. A Landau diagram without a disposable vertex.
integration regions are suitably standardized in the way discussed below. The result holds on either side of $\Gamma$, that is, for $M_{>}$or $M_{<}$. The basic idea is that all unitarity terms appear at a disposable vertex, and their sum vanishes by the unitarity equation valid for that vertex. The first step is to show that in the physical region the Landau diagram always contains at least one disposable vertex. At first sight this might not seem to be so, for it is easy to write down Landau diagrams which do not have this property; Fig. 4 is a simple example. However, the Landau equations cannot be satisfied by real internal momenta in the physical region with the $\alpha$ assignments of Fig. 4. This is because the assignment of positive energy to the internal momentum vectors directed as shown prevents the condition

$$
\begin{equation*}
\sum \alpha q_{0}=0 \tag{3.2}
\end{equation*}
$$

being satisfied for the upper triangular loop. This generalizes in the following way. In the Landau diagram suppose we choose a - line and follow to the left through a sequence of - lines as far as is possible. The sequence stops at a vertex at which the only outgoing lines are either + or external lines. If there is no disposable vertex, then there must be at least one + line which is incoming at this vertex. We then follow back to the right through this and succeeding + lines as far as possible. The chain ends at a vertex at which the incoming lines are all - lines or external lines. If there is no disposable vertex there must be at least one outgoing - line at this vertex. This we follow to the left, and so on. Eventually, because of the finite number of lines in the diagram, the sequence must close to form a loop. By construction the momenta of this loop do not satisfy the $\sum \alpha q_{0}=0$ condition as each term is strictly negative. We conclude that for possible arcs of Landau curves in the physical region there must be a disposable vertex.

## Standardizing the $R$ Region

In order to obtain the cancellation (3.1) it is necessary that all the integrals corresponding to each $M$ diagram should be taken over the same region of integration. We first show that this is possible.

Different $M$ diagrams will give different status to a loop momentum $k$ which occurs in the Landau diagram. For some it will be a loop momentum in the
corresponding unitarity integral, in which case, as explained in I and II, its region of integration is confined to a small real arbitrary region $R$ surrounding the pinch point (or pinch points). In other mechanism diagrams $k$ may correspond to an integration in a Cutkosky formula inserted into the unitarity integrand. Its range of integration in that case is not confined by $R$ region considerations but, as was noted in II, the fact that there is a real vanishing cycle on positive arcs means that in this case also the integration is in fact confined to a real neighborhood of the value (or values) of $k$ corresponding to the solution of the Landau equations for $L$. The loop momenta which must be contracted out to form $L$ from $M$ have an unrestricted region of integration since they correspond to an infinite degeneracy situation as discussed in I.

It is therefore possible to choose a standardized $R$ region for the momenta appearing in $L$ which is the same for all $M$ diagrams, the remaining momenta being unrestricted. In fact, this standard $R$ region can be taken to be the same as an $R$ region for the Feynman integral associated with $L$. Of course, the unitarity integrals have more singularities than the Feynman integral, but these are irrelevant-provided we are near a point on a single Landau curve, since in that case no other singularities can intersect the pinch point.

## The Cancellation

Let us imagine that the integrations over the loops to be contracted out are carried out first. These are unrestricted and hence are genuine unitarity integrations, dependent only upon the momenta carried by the remaining lines of the $M$ diagrams. The cancellation actually occurs before the remaining integrations are performed, so let us suppose the momenta borne by the + and - lines take some fixed value lying in the $R$ region discussed above. Initially we consider the case when $L$ has associated symmetry number ( $n_{L}$ ) unity so that there is no ambiguity as to which lines of the $M$ diagram correspond to which lines of the $L$ diagram.

The explosions permissable at each $L$ vertex depend solely on the momenta which we have now fixed, and so are independent of each other. We select a disposable vertex $V$ and group the terms of (3.1) into sets corresponding to diagrams which have the same explosions at all other vertices. Our aim is to show that unitarity at $V$ will cause the sum of contributions from each such set to vanish. If there is more than one disposable vertex, the choice of which to use is arbitrary. According to the rules of $M$-diagram contributions given in II, when the partition passes to


Fig. 5. A simple example of the cancellation mechanism on a mixed$\alpha$ arc. All contributions are generative.
the left of $V$ the term to be inserted at $V$ is $-A^{-}$, where $A$ is the amplitude for that vertex, and when it passes to the right of $V$, the appropriate term is $A^{+}$; when the partition runs through lines introduced by exploding $V$, the term is minus the appropriate contribution to the right-hand side of the unitarity equation for the bubble at $V$. Thus we get precisely all the terms in the unitarity equation valid for the momenta incident on vertex $V$, because all such terms give genuine singular $+M$ diagrams. All the factors corresponding to the other lines and vertices are common factors within a given set and hence we can indeed use unitarity at $V$ to get the set to cancel to zero. Examples are given in Figs. 5 and 6. Hence the whole of (3.1) does cancel to zero, at least if the numerical factors are correct. These we now proceed to discuss.

## The Case When $L$ Has Symmetries

In this case there will be more than one way of identifying $M$ lines with $L$ lines.

Let $X$ be the diagram obtained from the $M$ diagram by contracting out $o$ lines and labeling the fused vertices to indicate the unitarity term applicable there. Thus $X$ differs from the diagram $L$ only in having its bubbles labeled. Following II, let $G_{M}$ be the group of permutations of internal lines of $M$ that leave it invariant, while respecting line and bubble labels, and let $G_{0}$ be the subgroup permuting only $o$ lines. Then $G_{0}$ is an invariant subgroup of $G_{M}$ and the quotient group $G_{M} / G_{0}$ is isomorphic to $G_{X}$, the group of permutations of internal lines of $X$ that leave $X$ invariant while respecting line and bubble labels. Now $G_{X}$ is itself a subgroup (though not an invariant


Fig. 6. A simple example of the cancellation mechanism on a positive- $\alpha$ arc. (a) Regenerative: the left-hand side of Eq. (2.3); (b) generative; (c) regenerative.
(a)




Fig. 7. An $L$ diagram with symmetry factor two and $M$ diagram contributions.
one) of $G_{L}$, the group of permutations of internal lines of $L$ that leaves $L$ invariant, respecting line labels, and the cosets of $G_{X}$ in $G_{L}$ correspond to orientations of the diagram $X$ which differ if the internal lines are identified, but not otherwise.

In the cancellation argument we want all these different orientations so as to ensure that, once the lines are identified, each vertex indeed appears with all possible explosions. Therefore we rewrite a particular $M$ diagram as the sum over the $n_{L} / n_{X}$ orientations of itself, compensating for this by a numerical factor $n_{X} / n_{L}$. That is, we write

$$
\begin{equation*}
\frac{1}{n_{M}} \int_{R} M(q)=\frac{1}{n_{M}} \frac{n_{X}}{n_{L}} \int_{R} \sum_{i} M\left(p_{i} q\right) \tag{3.3}
\end{equation*}
$$

where $\sum_{i}$ indicates the sum over the $n_{L} / n_{X}$ cosets of $G_{X}$ in $G_{L}$ and $P_{i}$ is an element of the $i$ th such coset. (It is irrelevant whether or not $P_{i} q=q$.) We have used the fact that the integration region $R$ is invariant (by choice) under $G_{L}$. Since $n_{X}=n_{M} / n_{0}$, the over-iall numerical factor associated with each oriented term is not $n_{M}^{-1}$ but $\left(n_{0} n_{L}\right)^{-1}$, which is just right, as $n_{L}^{-1}$ is common to all the terms and $n_{0}^{-1}$ is the numerical factor appropriate to the unitarity integrals associated with the exploded vertices. We can now pick out the values of the integrands for chosen $q \in R$ and cancel as before, recognizing a specific vertex by the lines attached to it.

As an illustration, we consider the $L$ given in Fig. 7(a). This has $n_{L}=2$ because of the symmetry
$(12)(34)(56)(78)$, which effectively interchanges the two disposable vertices. In Fig. 7(b) we have written down all the singular $+M$ diagram terms appearing below the 5 -particle threshold, writing the numerical factor associated with the possibility of the above permutation explicitly, i.e., $\frac{1}{2}$ if the disposable vertices have identical labels and 1 otherwise. Using (3.3), we rewrite these terms as in Fig. 7(c). Now we see that both the rows and the columns in the array cancel, corresponding to whether we choose to cancel on the top or bottom disposable vertex.

## 4. INVERSION AND UNIQUENESS

We recall the equation derived so far:

$$
\begin{gather*}
\sum_{R}(\operatorname{dif} A)\left(1-B^{-}\right)=\sum_{E, G}^{+}\left(M_{>}-M_{<\eta-i \epsilon}\right),  \tag{4.1}\\
\sum_{E, G, R} M=0 \quad \text { in } \eta>0 \quad \text { or } \quad \eta<0 \tag{4.2}
\end{gather*}
$$

Using (4.2) with $\eta>0$ and $\eta<0$, (4.1) becomes

$$
\sum_{R} \operatorname{dif} A\left(1-B^{-}\right)=-\sum_{R}^{+}\left(M_{>}-M_{<\eta-i \epsilon}\right)
$$

Now for positive $\alpha$ 's, the contribution from a regenerative mechanism diagram has the form $C B$, with $C$ a Cutkosky integral. $C=0$ in $\eta<0$ because of the existence of the vanishing cycle. So

$$
\begin{equation*}
\sum_{R} \operatorname{dif} A\left(1-B^{-}\right)=-\sum_{R}^{+} M_{>} \tag{4.3}
\end{equation*}
$$



Fig. 8. Landau diagrams discussed in this section.

This equation also holds for mixed $\alpha$ 's, as there are no singular + regenerative $M$ diagrams, as we noted earlier, and the right-hand side is actually zero. Notice how the terms $M_{<\eta-i \epsilon}$ have disappeared. We have not had the problem of examining the details of the analytic continuation because the terms appeared in combination whose sum vanished in $\eta<0$.

We now note that (4.3) is consistent with what we wish to prove. The terms on the left-hand side were defined in Sec. 2 exactly by the property that if we replace each $\operatorname{dif} A$ by the Cutkosky formula $C_{>}$on the positive- $\alpha$ arc, then

$$
\sum_{R} \operatorname{dif} A\left(1-B^{-}\right) \quad \text { becomes } \quad-\sum_{R}^{+} M_{>}
$$

The Cutkosky formula is thus a manifest solution to (4.3) in the positive- $\alpha$ case. ${ }^{7}$ On the mixed- $\alpha$ arcs our anticipated solution $\operatorname{dif} A=0$ also satisfied (4.3), as both sides vanish. It remains only to be shown that these solutions are unique.
Let us define new bubbles, labeled $\Delta$, which represent dif $A^{+}$where $L$ has mixed $\alpha$, and $\operatorname{dif} A^{+}-C$ near positive- $\alpha$ arcs. Then our result (4.3) can be summed up as

$$
\begin{equation*}
\sum_{R} \Delta\left(1-B^{-}\right)=0 \tag{4.4}
\end{equation*}
$$

where each term is obtained from a positive- $\alpha$ singular + regenerative $M$ diagram by replacing the Cutkosky formula part with a $\Delta$ bubble and several $\Delta$ bubbles with different numbers of external lines may appear


Fig. 9. Equation (4.4) for Fig. 8(a).


Fig. 10. Collections of terms appearing in Fig. 9.
in the sum. We wish to conclude from (4.4) that each $\Delta=0$.
Let us write out in full Eq. (4.4) for the specific example of the analysis of the singularity associated with Fig. 8(a). This is done in Fig. 9. The $\Delta$ bubbles in the equation correspond to Figs. 8(a), 8(b), 8(c), respectively. As this example illustrates, either all left-hand lines are connected to a $\Delta$ bubble or only some of them are. This is in contrast with righthand lines of $\Delta$, which may be greater in number than the incoming lines if there is sufficient energy for the relevant intermediate state. $\Delta$ 's, which have the same number of outgoing lines as the original unitarity equation, appear attached to operators ( $1-B^{-}$) which sum to give matrix elements of $-S^{\dagger}$. For example, the first two terms in Fig. 9 may be rewritten as in Fig. 10(a). $\Delta$ 's which appear with fewer left-hand lines do not have this property. For example, in the third term of Fig. 9 we lack the factors shown in Fig. 10(b), because these would not give a connected contribution. However, the fact that at least one outgoing momentum line is not attached to the $\Delta$ bubble means that it is evaluated in an energy range which will already have been dealt with at an earlier stage in the argument. Such $\Delta$ bubbles are thus already known to be zero. Consequently, the surviving terms in (4.4) take the form

$$
\begin{equation*}
\sum_{i} \Delta_{i} S^{\dagger}\left(0_{1}\right) S^{\dagger}\left(0_{2}\right) \cdots S^{\dagger}\left(0_{n}\right)=0 \tag{4.5}
\end{equation*}
$$

where the right-hand lines of each $\Delta$ bubble have been formed into sets $0_{1} \cdots 0_{n}$ according to the vertex of the Landau diagram at which they are incident [for Figure 8(a), $0_{1}$ is the top right-hand line, $0_{2}$ the remaining three]. $S^{\dagger}\left(0_{i}\right)$ operates on the subspace of the lines $0_{i}$ and the sum includes all phase-space integrations that correspond to possible intermediate states, as in Fig. 10(a). The $\Delta_{i}$ 's in (4.5) have the same left-hand and internal lines, but have different numbers of lines in the sets $0_{i}$, corresponding to the different intermediate states. Equation (4.5) was derived from the unitarity equation for a particular
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Fig. 11. Equations (4.5) for the singularities of Figs. 8(a) and 8(b).
amplitude, and the $\Delta$ bubble for this amplitude will be one of the $\Delta_{i}$ that appear. If we start from unitarity equations for amplitudes corresponding to each of the $\Delta_{i}$, we obtain a closed set of equations like (4.5) which can readily be solved by postmultiplication by $S\left(0_{i}\right)$ 's and the use of unitarity to give the unique solution $\Delta_{i}=0$, each $i$.

For example, the surviving terms of Fig. 9 may be written as in Fig. 11 (a). A similar analysis applied to the singularity associated with Fig. 8(b) yields Fig. 11(b). Multiplication of the expression in Fig. 11(a) on the right by the expression in Fig. 12(a) and of the expression in Fig. 11(b) by the expression in Fig. 12(b) and adding yields, from the application of unitarity, the equation in Fig. 12(c).

As the sequence of argument is well defined and the inversion problem now explicitly solved, our result holds for all the simple Landau singularities in the physical region of any amplitude.

## 5. OTHER CONTINUATIONS

So far we have only considered the $\eta-i \epsilon$ continuation of unitarity written in the $S S^{\dagger}$ form. We could also consider the $\eta+i \epsilon$ continuation of this form,

(a)


Fig. 12. Quantities relevant to the manipulation of Fig. 11.

(c)
or either $\eta \pm i \in$ continuation of the $S^{\dagger} S$ form in which + bubbles lie to the right of - bubbles. We now discuss all these possibilities, retaining for the moment the supposition that $\eta+i \epsilon$ is the correct path of continuation for + bubbles. We do not wish to recapitulate the complexities of the preceding discussion, so we write the equations in a symbolic way which adequately displays their structure. The four possible equations are
$\eta-i \epsilon, \quad S S^{\dagger}: \quad \sum \operatorname{dif} A^{+}\left(1-B^{-}\right)=\sum_{G E}^{+} \operatorname{dif} I$,
$\eta+i \epsilon, \quad S S^{\dagger}: \quad \sum-\left(1+B^{+}\right) \operatorname{dif} A^{-}=\sum_{G E}^{-} \operatorname{dif} I$,
$\eta-i \epsilon, \quad S^{\dagger} S: \quad \sum\left(1-B^{+}\right) \operatorname{dif} A^{+}=\sum_{a E}^{+} \operatorname{dif} I^{\prime}$,
$\eta+i \epsilon, \quad S^{\dagger} S: \quad \Sigma-\operatorname{dif} A^{-}\left(1+B^{+}\right)=\sum_{G E}^{-} \operatorname{dif} I^{\prime}$,
in which $I$ represents unitarity integrals written in the $S S^{\dagger}$ form and $I^{\prime}$, integrals in the $S^{\dagger} S$ form, and by dif $I$ we really mean $I_{>}-I_{<\eta \pm i \epsilon}$. The integrals $I$ and $I^{\prime}$ are related by the transformation $(+) \leftrightarrow-(-)$ applied to each bubble, as are $-B^{-}$and $B^{+}$. There is a one-to-one correspondence between integrals $I$ having $+(-)$ singularity mechanisms and integrals $I^{\prime}$ having $-(+)$ mechanisms. Thus, if (5.1a) leads to dif $A^{+}$as a Cutkosky integral with + bubbles, then (5.1d) gives dif $A^{-}$as the same integral with + bubbles replaced by - bubbles and an over-all factor $(-1)^{n+1}$, where $n$ is the number of bubbles. This agrees with the rules stated on the basis of Hermitian conjugation in II. The relation between (5.1a) and (5.1c) may be stated by saying that the arguments which, when read from right to left, diagrammatically apply to (5.1a), apply to (5.1c) when read from left to right. A similar relation exists between (5.1b) and (5.1d). Thus all procedures lead to the same picture of the singularity structure.

Finally, we consider the effect of changing the assumption that $\eta+i \epsilon$ is the correct prescription for the + amplitude. Supposing that $\eta-i \epsilon$ is in fact the correct continuation interchanges the left-hand sides of (5.1a) and (5.1b), and of (5.1c) and (5.1d). On mixed- $\alpha$ arcs, where all these right-hand sides are zero, this makes no difference. On positive- $\alpha$ arcs, however, the interchange would have serious results, for the inversion procedure would no longer give for $\operatorname{dif} A^{+}$a Cutkosky formula with only + bubbles. At the next stage of the induction argument this altered

Cutkosky form would spoil the cancellation mechanism even for the mixed- $\alpha$ arcs. We conclude therefore that $\eta+i \epsilon$ is necessary on positive- $\alpha$ arcs. This assumption for each Landau singularity is not quite as extensive as it seems, for if the scattering amplitude is to be the real boundary value of an analytic function almost everywhere in the physical region, the continuation prescriptions across different Landau curves are linked in the sense that they must agree at effective intersections between the curves. Thus an $\eta+i \epsilon$ prescription for one curve implies a similar prescription for all curves with which it has an effective intersection, all curves with which these other curves have effective intersections, and so on. This implication is limited by the noncontinuity of $\eta$ (and hence of the prescription) across cusps or nodes of the curves. The positive arcs are believed to be free of these singular points, so that this hierarchial constraint works to maximum effect. On the other hand, it is highly satisfactory that either an $\eta+i \epsilon$ or an $\eta-i \epsilon$ prescription can be adopted on the mixed $-\alpha$ arcs, for these are known to be capable of having such cusps and nodes.

## 6. CONCLUSION

In this paper and its successor (which will deal with Landau diagrams having multiple lines) we will have given a complete description of the singularity structure in the physical region which is required by unitarity and the weak assumption of analyticity described in the introduction. This structure may be described as the minimum singularity structure. It is obtained by taking the singularities represented by explicit terms and adding to them all the singularities generated through the iterative mechanism. It is possible to conceive of further mechanisms, such as the sequences of complex singularities approaching
the physical region discussed by Martin, ${ }^{8}$ which would give further singularities consistent with unitarity. We have excluded these in the hope that the criterion of simplicity, or mimimal singularity, is the one chosen by nature.

In $S$-matrix theory it seems necessary at present to define the "minimum singularity structure" through an iterative mechanism such as that described above. We have been able to obtain precise results in the physical region, because crossing and Hermitian analyticity do not come into play and because the analytic continuations required are only infinitesimal and consequently make less demand on technical resources. Outside the physical region a similar but more involved iteration procedure is expected to operate. ${ }^{9,10}$ We believe that it is an important aspect of our discussion that it shows how such iteratively defined singularity structure can be made to yield precise results.

Finally, we note that results similar to ours have been linked by some authors to causal properties of wavepackets. ${ }^{11}$ The fact that we can deduce it from unitarity and a weak analyticity assumption is therefore some indication of how analyticity leads to causality. The reverse direction of the argument is still, of course, completely ununderstood.
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#### Abstract

Lower bounds to the ground-state energy of a system composed of $N$ identical particles interacting by two-body forces (and possibly also with an external potential) are derived. They are expressed in terms of the ground-state energies of (simpler) systems composed of a smaller number of particles having masses and/or interactions different from the original ones. This reduction process may be continued all the way down to systems involving one and two particles only. The generalization to systems containing some identical and some distinguishable particles is also discussed.


## 1. INTRODUCTION

The framework of this paper is the nonrelativistic quantum theory of many identical particles interacting among themselves by two-body forces, and possibly also with an external potential. The scope of this paper is to provide lower bounds to the groundstate energy of the system composed of $N$ such particles, in terms of the ground state energies of simpler systems. The mathematical tool employed to obtain these results is the Rayleigh-Ritz minimum principle, which is, however, used in a somewhat unconventional way, so that it yields a lower rather than an upper bound to the quantity of interest.

Throughout this paper, by ground-state energy we mean the energy of the lowest-lying state of the system; this state may be a (normalizable) bound state or it may just mark the beginning of a continuum, the first case being generally the most interesting one.

No restriction on the two-body potential or on the external potential is detailed, the only requirement for the validity of the results being the applicability of the Rayleigh-Ritz principle. In particular the results hold both for potentials which diverge at large distances (corresponding to closed problems) and for potentials which vanish asymptotically.

The approach and results of this paper are analogous to, but more general than, those of Post. ${ }^{1}$

[^9]The main difference between the present approach and that of Post (which is restricted to the case with only interparticle forces present and no external potential) is that he performs an exact separation of the center-of-mass motion which we do not make. This separation restricts the applicability of the approach and therefore eliminates the possibility to obtain some of the results we get. But in those cases where both approaches apply, the previous elimination of the center-of-mass motion is an advantage which is reflected in Post's bounds being more stringent than those derived here. It would of course be easy to modify our approach in such cases so as to reproduce Post's results, but because this would merely correspond to a repetition of his work we confine ourselves to pointing out which of our results should be discarded as being merely a less stringent version of the results previously obtained by Post.

In the following section the results are derived and discussed. Some examples, and in particular the limit of large $N$, are treated in Sec. 3; they demonstrate, at least in some cases, the stringency of the bounds obtained. Section 4 contains some final comments, including a discussion of the generalization to systems containing some identical and some distinguishable particles.

We use throughout a unit system such that $\hbar=1$.

## 2. RESULTS

Let us consider the system composed of $N$ identical particles of mass $m$ interacting with an external potential $W\left(r_{i}\right)$ and among themselves via the twobody potential $V\left(r_{i} ; r_{j}\right)$. Here and in the following, $r_{i}$ labels the position of the $i$ th particle in 3 -space and all other internal degrees of freedom which this particle may possess (spin, isotopic spin, etc.); generally the
potentials are multiplicative functions of the interparticle distance times operators acting on the (discrete) variables which label these additional degrees of freedom. ${ }^{2}$

We indicate by $E_{N}$ the ground-state energy of this system. This is the quantity we want to minorize.

Let us then consider a comparison system composed of $n$ particles of masses $m_{i}=m / h_{i}$, interacting between themselves via the two-body potentials $V_{i j}\left(r_{i} ; r_{j}\right) \equiv g_{i j} V\left(r_{i} ; r_{j}\right)$; the $i$ th particle also interacts with the external potential $f_{i} W\left(r_{i}\right)$. We indicate with $E_{n}(h ; g ; f)$ the ground-state energy of this system, the arguments $h, g$, and $f$ indicating respectively the sets $\left\{h_{i}\right\},\left\{g_{i j}\right\},\left\{f_{i}\right\}$.

If all the scale constants $h_{i}$ coincide, $h_{i}=h$, the identity $E_{n}(h ; g ; f)=h E_{n}(1 ; g / h ; f / h)$ holds, the arguments $g / h$ and $f / h$ indicating of course the sets $\left\{g_{i j} / h\right\}$ and $\left\{f_{i} / h\right\}$. This identity, whose proof follows by inspection from the respective Hamiltonians or, equivalently, from a dimensional count, is often used in the following to express the results in the most convenient way.

The results of this paper are based on the following lemma.

Lemma: If the number $n$ of particles of the comparison system does not exceed the number $N$ of original particles

$$
\begin{equation*}
n \leq N \tag{2.1a}
\end{equation*}
$$

and if the scale constants $h_{i}$ and the coupling constants $g_{i j}$ and $f_{i}$ are adjusted so that the sum total of, respectively, the kinetic and the potential energies are the same in the two systems, namely,

$$
\begin{align*}
\sum_{i=1}^{n} h_{i} & =\sum_{i=1}^{N} 1 \equiv N  \tag{2.1b}\\
\sum_{i, j=1}^{n} g_{i j} & =\sum_{i, j=1}^{N} 1 \equiv N(N-1)  \tag{2.1c}\\
\sum_{i=1}^{n} f_{i} & =\sum_{i=1}^{N} 1 \equiv N \tag{2.1d}
\end{align*}
$$

then the ground-state energy $E_{n}(h ; g ; f)$ of the comparison system provides a lower bound to the groundstate energy $E_{N}$ of the original system:

$$
\begin{equation*}
E_{N} \geq E_{n}(h ; g ; f) \tag{2.2}
\end{equation*}
$$

Here and in the following the prime on a double sum indicates that the diagonal terms should be omitted.

[^10]Proof: The Rayleigh-Ritz principle, applied to the comparison system, implies that

$$
\begin{array}{r}
\left\{\Psi,\left[\sum_{i=1}^{n} h_{i} T_{i}+\sum_{i, j=1}^{n} g_{i j} V\left(r_{i} ; r_{j}\right)+\sum_{i=1}^{n} f_{i} W\left(r_{i}\right)\right] \Psi\right\} \\
\geq E_{n}(h ; g ; f), \tag{2.3a}
\end{array}
$$

where $h_{i} T_{i} \equiv-\left(2 m / h_{i}\right)^{-1} \nabla_{i}^{2}$ is the kinetic energy of the $i$ th particle and $\Psi$ is any normalized trial function. If we now choose $\Psi$ to be a function of the $N$ coordinates $r_{i}$, which is completely symmetric or antisymmetric under the exchange of any two coordinates $r_{i}, r_{j}$, we may, in Eq. (2.3a), freely substitute any other label in place of the index $i$ of $T_{i}$ and of the indices $i$ and $j$ in the arguments of $V$ and $W$ [note the role played at this point by the restriction of Eq. (2.1a); it is required that all the $n$ coordinates which appear in the Hamiltonian of Eq. (2.3a) be treated symmetrically or antisymmetrically]. Taking advantage of this possibility and using Eqs. (2.1) we may therefore rewrite Eq. (2.3a) in the form

$$
\begin{align*}
\left\{\Psi,\left[\sum_{i=1}^{N} T_{i}+\sum_{i, j=1}^{N} V\left(r_{i} ; r_{j}\right)+\sum_{i=1}^{N} W\left(r_{i}\right)\right] \Psi\right\} \\
\geq E_{n}(h ; g ; f) . \tag{2.3b}
\end{align*}
$$

If we now choose $\Psi$ to be the (unknown, but certainly symmetric or antisymmetric) ground-state wavefunction of the original $N$-particle system, the lhs of this inequality becomes the lhs of Eq. (2.2). Q.E.D.

Before proceeding to derive more specific results from this lemma, there is one important remark to be made, which implies, in some cases, a strengthening of the lemma.
It refers to the case in which also the comparison system contains some particles which are equal, namely which have identical masses and interactions. The lemma may then be strengthened by requiring that, in evaluating the ground-state energy $E_{n}(h ; g ; f)$ of the comparison system, these particles be treated as identical particles, obeying the same statistic as the original particles. The validity of this remark is easily justified through a re-examination of the proof of the lemma. The fact that it may modify the lemma only in the sense of making its conclusion more stringent is implied by the observation that any restriction, such as a (partial) symmetry requirement, upon the ground state of the comparison system can only raise (or leave unchanged) its energy.
The arbitrariness in the choice of the constants $n$, $h_{i}, g_{i j}$, and $f_{i}$, which is implicit in the formulation of the lemma, provides great flexibility. This is exploited below to derive a few significant examples of the kind
of results which are implied by the lemma, and by the remark following it. These examples, far from exhausting the potentiality of the lemma, are merely meant to illustrate it.

The first choice we consider is

$$
\begin{gather*}
n=N-1, \quad h_{i}=f_{i}=h=N /(N-1) \\
g_{i j}=g=N /(N-2), \quad 1 \leq i, j \leq n \tag{2.4}
\end{gather*}
$$

It is consistent with Eqs. (2.1) and corresponds to the elimination of the $N$ th particle from the system, its kinetic and potential energy being evenly distributed among the other particles. It yields the following theorem.

Theorem 1: The ground-state energy of the system composed of $N$ identical particles interacting with an external potential $W\left(r_{i}\right)$ and through the interparticle two-body potential $V\left(r_{i} ; r_{j}\right)$ is not less than $N /(N-1)$ times the ground state energy of the system composed of $N-1$ such particles interacting with the same external potential but through a two-body potential which is $(N-1) /(N-2)$ times stronger than that of the $N$-body case:

$$
\begin{align*}
& E_{N} \geq E_{N-1}\left(\frac{N}{N-1} ; \frac{N}{N-2} ; \frac{N}{N-1}\right) \\
&=\frac{N}{N-1} E_{N-1}\left(1 ; \frac{N-1}{N-2} ; 1\right) \tag{2.5}
\end{align*}
$$

Repeated application of this theorem yields the following corollary.

Corollary 1.1: The ground-state energy $E_{N}$ of the system composed of $N$ identical particles of mass $m$ interacting via the two-body interparticle potential $V\left(r_{i} ; r_{j}\right)$ and with the external potential $W\left(r_{i}\right)$ is not less than $N / 2$ times the ground-state energy of the system composed of two such particles interacting with the same external potential and among themselves through a two-body interparticle potential, which is $N-1$ times stronger than the original interparticle potential:

$$
\begin{align*}
E_{N} \geq E_{2}\left[\frac{1}{2} N ; \frac{1}{2} N(N-1)\right. & \left.; \frac{1}{2} N\right] \\
& =\frac{1}{2} N E_{2}(1 ; N-1 ; 1) . \tag{2.6}
\end{align*}
$$

Thus a lower bound to the ground-state energy of an $N$-particle system is obtained from the solution of a much simpler problem. Of course, this corollary follows directly from the lemma if one sets $n=2$, $h_{i}=f_{i}=\frac{1}{2} N, g_{12}=g_{21}=\frac{1}{2} N(N-1), i=1,2$.

In the case without external potential, namely if $W=0$, this result may of course be written with zero in place of the argument $f$, but it provides a less stringent bound than Post's result, ${ }^{1}$ which in our
notation reads

$$
\begin{align*}
& E_{N} \geq E_{2}\left(N-1 ; \frac{1}{2} N(N-1), 0\right) \\
& \quad=(N-1) E_{2}\left(1 ; \frac{1}{2} N ; 0\right) \tag{2.7}
\end{align*}
$$

As mentioned in the introduction, the difference is due to the preliminary elimination, performed by Post, of the center-of-mass motion; this can, of course, be performed only if no external potential is present. Note, however, that even in this case such an elimination prevents the establishment of more general results, such as the lemma and theorem given above and also some of the theorems and corollaries given below. The fact that the result of Post is more stringent follows from the obvious inequality

$$
\begin{equation*}
E_{2}(N-1 ; g ; 0) \geq E_{2}\left(\frac{1}{2} N ; g ; 0\right) \tag{2.8}
\end{equation*}
$$

which is a consequence of the positivity of the kinetic energy and of the fact that for all values of $N$ larger than two, $N-1$ is larger than $\frac{1}{2} N$; for $N=2$ both results, Eqs. (2.6) and (2.7), hold with the equality sign and reduce to trivial identities.

Another choice of the constants, which is also consistent with Eqs. (2.1), is

$$
\begin{gather*}
n=N, \quad h_{i}=h, \quad 0 \leq h \leq(N-1) / N \\
h_{N}=N-h(N-1), \quad g_{i j}=N /(N-2)  \tag{2.9}\\
g_{i N}=g_{N i}=0, \quad f_{i}=0, \quad f_{N}=N \\
1 \leq i, \quad j \leq N-1
\end{gather*}
$$

This choice corresponds to decoupling the $N$ th particle from all the others and transferring to it all the interaction with the external potential. It yields the following theorem.

Theorem 2: The ground-state energy $E_{N}$ of the system composed of $N$ identical particles of mass $m$ interacting via the two-body interparticle potential $V\left(r_{i} ; r_{j}\right)$ and with the external potential $W\left(r_{i}\right)$ is not less than the sum of (a) $h$ times the ground-state energy of the system composed of $N-1$ such particles, interacting via the two-body interparticle potential $N[h(N-2)]^{-1} V\left(r_{i} ; r_{j}\right)$ but with no external potential, and (b) [ $N-h(N-1)]$ times the ground state energy of one such particle interacting only with the external potential $N[N-h(N-1)]^{-1} W(r), h$ being an arbitrary nonnegative number less than $(N-1) / N$ :

$$
\begin{align*}
E_{N} \geq & E_{N-1}\left(h ; \frac{N}{N-2} ; 0\right) \\
& +E_{1}(N-h(N-1) ; 0 ; N) \\
= & h E_{N-1}\left(1 ; \frac{N}{h(N-2)} ; 0\right) \\
& +[N-h(N-1)] E_{1}\left(1 ; 0 ; \frac{N}{N-h(N-1)}\right) \tag{2.10}
\end{align*}
$$

Combining this result with that of Post, Eq. (2.7), we obtain the following corollary, which we write directly as an inequality.

Corollary 2.1:

$$
\begin{align*}
& E_{N} \geq(N-2) h E_{2}\left(1 ; \frac{N(N-1)}{2 h(N-2)} ; 0\right) \\
&+[N-h(N-1)] E_{1}\left(1 ; 0 ; \frac{N}{N-h(N-1)}\right) \tag{2.11}
\end{align*}
$$

Here $E_{2}(1, g, 0)$ is the ground-state energy of the system composed of two identical particles having the same mass and obeying the same statistic as the original particles but interacting through a 2 -body interparticle potential which is $g$ times the original interparticle potential. Note that this corollary reduces the evaluation of a lower bound for the ground-state energy of a system composed of $N$ identical particles to that of the ground state of one- and two-body systems only. The arbitrariness in the choice of $h$ [except for the inequality in Eq. (2.9)] should also be emphasized.
Another interesting choice of the constants is the following one:

$$
\begin{gather*}
n=N, \quad h_{1}=h_{2}=h_{i}=1, \\
g_{12}=g_{21}=g, \quad g_{1 i}=g_{2 i}=g_{i 1}=g_{i 2}=0, \\
g_{i j}=g^{\prime}=[(N-2)(N-3)]^{-1}[N(N-1)-2 g], \\
f_{1}=f_{2}=f, \quad f_{i}=f^{\prime}=(N-2)^{-1}(N-2 f), \\
3 \leq i, j \leq N . \tag{2.12}
\end{gather*}
$$

This is also consistent with Eqs. (2.1); it corresponds to particles 1 and 2 interacting only between themselves, through the potential $g V\left(r_{1} ; r_{2}\right)$, and with the external potential $f W\left(r_{1,2}\right)$, and the remaining $N-2$ particles interacting between themselves through the potential $g^{\prime} V\left(r_{i} ; r_{j}\right)$ and with the external potential $f^{\prime} W\left(r_{i}\right)$, with $g^{\prime}$ and $f^{\prime}$ adjusted to satisfy Eqs. (2.1). It yields, therefore, the following theorem.

Theorem 3: The ground-state energy of the system composed of $N$ identical particles interacting via the two-body interparticle potential $V\left(r_{i} ; r_{j}\right)$ and with the external potential $W\left(r_{i}\right)$ is not less than the sum of (a) the ground-state energy of the system composed of $N-2$ such particles interacting via a two-body interparticle potential which is $[(N-2)(N-3)]^{-1} \times$ [ $N(N-1)-2 g]$ times the original one, and with an external potential which is $(N-2)^{-1}(N-2 f)$ times the original one, and (b) the ground-state energy of the system composed of two such particles interacting through a two-body interparticle potential which is
$g$ times the original one and an external potential which is $f$ times the original one, $g$ and $f$ being arbitrary constants:

$$
\begin{gather*}
E_{N} \geq E_{N-2}\left(1 ;[(N-2)(N-3)]^{-1}[N(N-1)-2 g] ;\right. \\
\left.\quad[N-2]^{-1}[N-2 f]\right)+E_{2}(1 ; g ; f) . \tag{2.13}
\end{gather*}
$$

The special choice

$$
g=\frac{1}{2}[N(N-1)-(N-2)(N-3)]=2 N-3,
$$

with $f=1$ and $f=0$, yields two corollaries which we write directly in the form of inequalities.

Corollary 3.1:

$$
\begin{equation*}
E_{N} \geq E_{N-2}+E_{2}(1 ; 2 N-3 ; 1) \tag{2.14}
\end{equation*}
$$

Corollary 3.2:

$$
\begin{equation*}
E_{N} \geq E_{N-2}(1 ; 1 ; N /(N-2))+E_{2}(1 ; 2 N-3 ; 0) \tag{2.15}
\end{equation*}
$$

Note that the first one yields a lower bound to the ground-state energy of the system composed of $N$ identical particles in terms of the ground-state energy of the system composed of $N-2$ such particles with the same forces, and it might, therefore, be directly useful for phenomenological analysis.

For potentials which vanish at large distances, some additional interesting results may be easily obtained. To this end let us introduce the minimum value $G$ necessary and sufficient for the two-body problem with the same particles and with the interparticle potential $G V\left(r_{1} ; r_{2}\right)$ to possess one (zero-energy) bound state. Of course, $G$ is less than unity if $V\left(r_{1} ; r_{2}\right)$ itself is sufficiently attractive to sustain a two-body bound state. Similarly, let us introduce the minimum value $F$ necessary and sufficient for the single-particle external potential $F W(r)$ to sustain a (zero-energy) bound state. We assume, of course, that at least one of the two potentials $V, W$ is attractive at least in some region, otherwise the ground-state energy of any N -body system is simply zero; and in the following discussion we consider for simplicity only positive values of $G$ and $F$, although this restriction is not really necessary.

Having introduced these definitions, we remark that they imply that

$$
\begin{equation*}
E_{2}(1 ; G ; 0)=E_{2}(1 ; 0 ; F)=0 \tag{2.16}
\end{equation*}
$$

The combination of this equation with the previous inequalities yields some interesting results whose explicit derivation is left to the reader. We mention explicitly only the following theorem, which follows from Post's result, Eq. (2.7).

Theorem 4: If the potential $V\left(r_{i} ; r_{j}\right)$ through which certain identical particles interact pairwise is too weakly attractive to sustain a two-body bound state, the minimum number of such particles which is necessary to build up sufficient attraction to yield a negative-energy ground-state is the smallest integer not less than $2 G$, where $G$ is such that the potential $G V\left(r_{1} ; r_{2}\right)$ is just sufficient to sustain a (zero-energy) two-body bound state.

This theorem may, for instance, be used to obtain a lower bound for the number of ${ }^{4} \mathrm{He}$ atoms which constitutes the smallest "droplet" of liquid helium at zero temperature. ${ }^{3}$
In the theorems and corollaries given above we have concentrated upon the results which obtain by "eliminating" from the $N$-body system one particle (Theorem 1), or "factoring out" one particle (Theorem 2) or a two-particle compound (Theorem 3). This procedure was dictated by the aim to eventually reduce the $N$-body problem to subproblems involving at most two bodies, such problems being of course substantially easier. But, of course, the scope of the lemma is much broader, as it is exemplified by the following theorem, which is written directly as an inequality.

## Theorem 5:

$$
\begin{align*}
E_{N} \geq & E_{M}(1 ; g ; f) \\
& +E_{N-M}\left(1 ;[(N-M)(N-M-1)]^{-1}\right. \\
& \times[N(N-1)-M(M-1) g] ;[N-M]^{-1} \\
& \times[N-M f]), \quad N \geq M+2, \quad M \geq 2 \tag{2.17}
\end{align*}
$$

This theorem follows from the lemma (with $n=N$ and $h_{i}=1$ ) and corresponds to a choice of the constants $g_{i j}$ and $f_{i}$ such that, in the comparison system, the first $M$ particles interact between themselves via the two-body potential $g V$ and with the external potential $f W$, while the $N-M$ remaining particles interact between themselves via the potential $g^{\prime} V$ and with the external potential $f^{\prime} W$, with $g^{\prime}$ and $f^{\prime}$ adjusted so that the sum total, respectively, of the internal and external interaction energy is unchanged, i.e., Eqs. (2.1c) and (2.1d) are fulfilled. Again the values of $g$ and $f$ are arbitrary. Note that Theorem 3 is merely a special case of this theorem, corresponding to $M=2$.

[^11]In the following section we give some examples of applications of these results. Here we discuss in a qualitative manner what one might expect as regards the stringency of these bounds. These comments will also bring out the difference between the fermion and the boson case, which has been hidden up to now.

The essence of the lemma is the fact that a uniform distribution of kinetic and potential energy among all the particles of the system-and the requirement of total symmetry or antisymmetry of the wavefunctionwhich are characteristic of the system composed of $N$ identical particles, raise the energy of the corresponding state, relative to that of a comparison system in which the kinetic and the potential energies are distributed less uniformly among all the particles, and to which no symmetry requirement applies (or it applies only partially). Of course, this statement is true only if the sum totals of the kinetic and potential energies, respectively, in the two systems are the same, the precise meaning of this equality being defined by the formulation of the lemma.

Once this basic point is understood, it is easy to anticipate which cases are more likely to be characterized by stringent bounds. They are just those in which the symmetry requirement is less important. Generally, for a system composed of $N$ identical particles with no internal degrees of freedom and obeying Bose statistics, the symmetry requirement is irrelevant for the determination of the ground-state energy, because in this case for "dynamical" reasons, the ground-state wavefunction would be completely symmetrical even if the particles were distinguishable. Just the opposite situation prevails in the case of Fermi statistics, provided the number of particles is sufficiently large for the Pauli principle to play a dynamical role. (This is not the case for systems composed of up to four nucleons, since there are just four available states for each nucleon, corresponding to the internal degrees of freedom of spin and isospin, and the forces depend very weakly on these degrees of freedom; for instance, the ground-state wavefunction of the alpha particle is spatially symmetrical, just as it would be if the four nucleons were distinguishable particles.)

In conclusion, one may hope that results, such as those of Corollaries 1.1 and 2.1 and Theorem 4 above, which "reduce" the $N$-body system all the way down to two-body systems, yield stringent bounds also for values of $N$ much larger than 2 , only if the groundstate energy of the original system is not strongly affected by symmetry requirements; generally, this is the case if the ground-state wavefunction of the original system is spatially symmetrical, because
generally this is directly implied by the dynamics, even without an extra symmetry requirement. As regards results such as those of Theorems 1,2 , and 3 , and of Corollaries 3.1 and 3.2, this consideration, although always valid, is less important. These conclusions are perhaps best illustrated by the discussion of an explicit example, say $N$ identical fermions without internal degrees of freedom and interacting by 2-body attractive forces. For large values of $N$ the groundstate energy of such a system is much raised by the Pauli principle, which forces the wavefunction to be completely antisymmetrical and, therefore, to have many zeros (resulting in a possible decrease of the average potential energy) and a lot of curvature (resulting in an increase of the average kinetic energy). Thus a lower bound such as that of, say, Corollary 2.1, is certainly very poor, because it neglects almost completely the effect of the Pauli principle. On the other hand, a result such as, say, Corollary 3.1, is for large $N$ much more stringent, because the lower bound still retains almost fully the effect of the Pauli principle; namely, it retains that effect for $N-2$ particles. But in any case, this result cannot be very stringent, because the effect of the Pauli principle between 2 and $N-2$ particles is not taken into account. On the other hand, if the particles were bosons, the symmetry requirement would have no effect at all on the ground-state wavefunction, and therefore the hope that all bounds be reasonably good would not be unrealistic. That this hope is fulfilled, at least in some cases, is indeed confirmed by the examples treated in the following section.

## 3. EXAMPLES

In this section we consider some examples to give an idea of the stringency of the bounds considered in this paper. We limit ourselves to very simple cases, which can be managed without any analytical or numerical effort.

We begin with the limit of large $N$, restricting the consideration to the boson case which is the only one in which one may hope to obtain reasonably stringent bounds.

We note first of all that, if the two-body interparticle potential $V\left(r_{i} ; r_{j}\right)$ has a finite negative minimum - $\left|V_{\text {min }}\right|$, the reduction of the $N$-body problem to one- and two-body problems through any one of the theorems and corollaries of the previous section leads eventually to the trivial result:

$$
\begin{equation*}
E_{N} \geq-\frac{1}{2} N^{2}\left|V_{\min }\right|\left[1+O(N)^{-1}\right], \quad N \rightarrow \infty \tag{3.1}
\end{equation*}
$$

If, on the other hand, the potential does not have a finite minimum, the theorems and corollaries may
yield more interesting results. For instance, in the case of an interparticle potential

$$
V\left(r_{i} ; r_{j}\right)=-e^{2} /\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|
$$

corresponding to an attractive Coulomb-like interaction between all pairs (Newtonian forces), and no external potential, the result of Post, Eq. (2.7), implies the inequality

$$
\begin{equation*}
E_{N} \geq-(16)^{-1} N^{2}(N-1) m e^{4} . \tag{3.2}
\end{equation*}
$$

Here and below $m$ is the mass of the particles. This lower bound may be compared with the upper bound

$$
\begin{equation*}
E_{N} \leq-(6 \pi)^{-1} N^{2}(N-1) m e^{4} . \tag{3.3}
\end{equation*}
$$

Both these results have been given by Post $^{1}$; the second one is obtained by a straightforward application of the Rayleigh-Ritz variational principle with a Gaussian trial function depending only upon the sum of the squares of all interparticle distances. An upper bound which is certainly more stringent is ${ }^{4}$

$$
\begin{gather*}
E_{N} \leq-[4 /(9 \pi)]\left[N(N-1)(N-2)^{-1}(3 N-4)^{-1}\right. \\
\left.\times \Gamma\left(\frac{3}{2} N-\frac{3}{2}\right) / \Gamma\left(\frac{3}{2} N-3\right)\right]^{2} m e^{4} . \tag{3.4}
\end{gather*}
$$

For large $N$, these results yield

$$
\begin{equation*}
E_{N}=-c^{-1} N^{3} e^{4} m, \quad N \rightarrow \infty \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
16 \leq c \leq 6 \pi \tag{3.6}
\end{equation*}
$$

leading to a determination of $E_{N}$ accurate to $\pm 8 \%$. Note that the upper bounds, Eqs. (3.3) and (3.4), coincide in this limit.

The combination of Post's lower bound, Eq. (3.2), with the upper bound of Eq. (3.4) yields, for small values of $N$, a determination of the ground-state energy of the system under consideration which is even more accurate. In fact for $N=3$ and $N=4$ one finds, respectively,

$$
\begin{align*}
& -\frac{9}{8} m e^{4} \leq E_{3} \leq-\left(\frac{16}{5 \pi}\right)^{2} m e^{4}  \tag{3.7}\\
& -3 m e^{4} \leq E_{4} \leq-\left(\frac{105}{64}\right)^{2} m e^{4} \tag{3.8}
\end{align*}
$$

which are accurate to $\pm 4 \%$ and $\pm 5.5 \%$, respectively. Other examples for small values of $N$ may be found in the paper by Hall and Post. ${ }^{1}$
In the fermion case, and always considering particles which interact via the two-body interparticle potential $V\left(r_{i} ; r_{j}\right)=-e^{2} /\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$, one obtains in place of Eq.

[^12](3.7) the result
\[

$$
\begin{equation*}
-\frac{9}{32} m e^{4} \leq E_{3} \leq-\left(\frac{1252704}{1276275 \pi}\right)^{2} m e^{4} . \tag{3.9}
\end{equation*}
$$

\]

Here the lower bound is again obtained from the Post result, Eq. (2.7), taking into account the requirement of antisymmetry on the two-body problem, which implies that the lowest $P$-wave state has to be used in place of the $S$-wave ground state; this accounts for the difference (a factor of 4) between the lhs of Eqs. (3.7) and (3.9). The upper bound is obtained instead by applying the technique of Ref. 4 to the 3-fermion problem (with vanishing total angular momentum). These bounds imply a determination of the groundstate energy accurate to $\pm 50 \%$. It should again be emphasized that these results are reported here only to give an idea of the stringency of the bounds in the various cases. Note, incidentally, that one is considering fermions having no internal degrees of freedom (and therefore no spin).

## 4. FINAL REMARKS

As we have already emphasized, the lemma of Sec. 2 constitutes a rather general result. However, it is not the most general one that may be formulated, as it is restricted to systems composed of identical particles only. In fact, the extension to systems which contain some identical and some distinguishable particles is already implicit in it, since the presence of the distinguishable particles may be considered, from the point of view of the identical particles, as merely contributing to the "external" potential $W\left(r_{i}\right)$. Thus in conclusion it may be quite generally stated that the essence of all the results of this paper is the possibility, in order to establish a lower bound to the ground-state energy of a system containing some identical particles, to distribute at one's convenience among them the kinetic and potential energies, with the only constraint of keeping their sum totals unchanged. The extraordinary flexibility afforded by this possibility is best illustrated by the consideration of an example.

Consider a system composed of four identical particles of mass $m_{a}$, five identical particles of mass $m_{b}$, and 13 identical particles of mass $m_{c}$. All these particles interact among themselves via two-body interparticle potentials; specifically, $V^{a a}\left(r_{i} ; r_{j}\right)$ is the potential between two particles of mass $m_{a}, V^{a b}\left(r_{i} ; r_{j}\right)$ is the interparticle potential between one particle of mass $m_{a}$ and one of mass $m_{b}$, etc. This is clearly a complicated system. But the previous remark implies that the ground-state energy of this system is not less than the ground-state energy of a comparison system, composed of four particles of mass $m_{a}$, four particles
of mass $m_{b}^{\prime}=\left(\frac{4}{5}\right) m_{b}$, and four particles of mass $m_{c}^{\prime}=\left(\frac{4}{13}\right) m_{c}$, interacting as follows: The first two particles of mass $m_{a}$ interact only between themselves, via the potential $6 \mathrm{~V}^{a a}$; the first two particles of mass $m_{b}^{\prime}$ interact only between themselves, via the potential $10 \mathrm{~V}^{b b}$; the first two particles of mass $m_{c}^{\prime}$ interact only between themselves, via the potential $78 V^{\mathrm{cc}}$; the third particle of mass $m_{a}$ and the third particle of mass $m_{b}^{\prime}$ interact only between themselves, via the potential $20 V^{a b}$; the fourth particle of mass $m_{a}$ and the third particle of mass $m_{c}^{\prime}$ interact only between themselves, via the potential $52 V^{a c}$; and the fourth particle of mass $m_{b}^{\prime}$ interacts only with the fourth particle of mass $m_{c}^{\prime}$, via the potential $65 V^{b c}$. Clearly this system is a very simple one, being in fact only the union of six completely disconnected 2-body systems. Thus a lower bound to the ground-state energy of the original very complicated system may be obtained solving only two-body problems.

Obviously this reduction to problems involving only two bodies can be applied to any system composed of $N_{1}$ identical particles of mass $m_{1}, N_{2}$ identical particles of mass $m_{2}$, etc., up to $N_{K}$ identical particles of mass $m_{K}$, all interacting between themselves, provided $N_{I} \geq K+1, I=1,2, \cdots, K$; the reduced problem may consist of $K$ 2-body problems with appropriate masses and potentials $\frac{1}{2} I(I-1) V^{I I}$ and of $\frac{1}{2} K(K-1)$ 2-body problems with appropriate masses and potentials $I J V^{I J}$ (here of course $V^{I I}$ indicates the potential between identical particles of type $I$, and $V^{I J}$ the interparticle potential between a particle of type $I$ and one of type $J$ ). It is also clear that the reduction we have indicated is merely one possibility among several. Which one of these is likely to produce a more stringent bound must be discussed in each case, keeping in mind the considerations which have been offered at the end of Sec. 2.

It should finally be emphasized that the remarks referring to the (partial) symmetry constraints which may be imposed upon the comparison system (in particular the remark after the lemma in Sec. 2) also apply in this more general context.

Note Added in Proof: In the case without external potential another interesting choice for the constants in the lemma is the following one:

$$
\begin{gathered}
n=N, \quad h_{i}=h=N /(N-1), \quad h_{N}=0, \\
g_{i N}=g_{N i}=g=\frac{1}{2} N, \quad g_{i j}=0, \\
1 \leq i, \quad j \leq N-1 .
\end{gathered}
$$

One is thereby attributing an infinite mass to the $N$ th particle, so that it does not move, and is letting the remaining particles interact only with this one, so
that they become essentially independent from one another. In the boson case, this choice leads again to the result (2.6) (with $f=0$ ), but in the fermion case the remarks after the lemma leads to the inequality

$$
\begin{aligned}
E_{N} & \geq \sum_{n=1}^{N-1} E_{2}^{(n)}\left(\frac{1}{2} N /(N-1) ; \frac{1}{2} N\right) \\
& =\frac{1}{2} N(N-1)^{-1} \sum_{n=1}^{N-1} E_{2}^{(n)}(1 ; N-1),
\end{aligned}
$$

where $E_{2}^{(n)}(h ; g)$ is the $n$th energy level of the problem with two distinguishable particles having masses $m / h$ and interacting through the interparticle potential $g V$ [or, equivalently, of the problem with one particle of mass $m /(2 h)$ in the external fixed potential $g V]$. Of course in the sum, each level must enter as many times as required by its multiplicity. This result, however, for $N>3$, is superseded by that of Hall, ${ }^{5}$ who by a previous separation of the center-of-mass motion obtains

$$
E_{N} \geq \sum_{n=1}^{N-1} E_{2}^{(n)}\left(\frac{3}{4} ; \frac{1}{2} N\right)=\frac{3}{4} \sum_{n=1}^{N-1} E_{2}^{(n)}\left(1 ; \frac{2}{3} N\right) .
$$

[^13]The advantage of this approach is that it retains more fully the effect of the Pauli principle; it is, therefore, particularly convenient at large $N$. For instance, for $V\left(r_{i}, r_{j}\right)=-e^{2} /\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$, the last formula yields the lower bound ${ }^{6}$

$$
\begin{aligned}
& E_{N} \geq-\frac{1}{6} m e^{4} N^{2}(V+1) ; \quad V \text { integral } \\
& \frac{1}{3} V\left(V+\frac{1}{2}\right)(V+1) \leq N-1 \\
&<\frac{1}{3}(V+1)\left(V+\frac{3}{2}\right)(V+2)
\end{aligned}
$$
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#### Abstract

The Newman-Penrose formalism for obtaining the recent conserved quantities in general relativity is discussed and a group-theoretic interpretation is given to it. This is done by relating each triad of the orthonormal vectors on the sphere to an orthogonal matrix $g$. As a result, the spin-weighted quantities $\eta$ become functions on the group of three-dimensional rotation, $\eta=\eta(g)$, where $g \in O_{3}$. An explicit form for the matrix $g$ is given and a prescription for rewriting $\eta(g)$ as functions of the spherical coordinates is also given. We show that a quantity of spin weight $s$ can be expanded as a series in the matrix elements $T_{3}^{\prime}{ }_{m}$ of the irreducible representation of $O_{\mathrm{a}}$, where $s$ is fixed. Infinite- and finite-dimensional representations of the group $S U_{\text {a }}$ are then realized in the spaces of $\eta^{\prime}$ 's and $T_{t m}^{\prime}$. It is shown that the infinitedimensional representation is not irreducible; its decomposition into irreducible parts leads to the expansion of $\eta$ in the $T_{s m}^{i}$, the latter providing invariant subspaces in which irreducible representations act.


## 1. INTRODUCTION

Recent research on conservation laws for the electromagnetic and gravitational fields by Newman and Penrose ${ }^{1}$ features a new differential operator $\delta$ and a class of functions ${ }_{s} Y_{j m}(\phi, \theta)$, called spin-s

[^15]spherical harmonics, all defined on a sphere. The new operator and functions appear in the study of the Bondi-Metzner-Sachs group. The ${ }_{s} Y_{j m}$ form a complete orthonormal set for each value of $s$ in the sense that certain field functions $\eta$, called quantities of spin-weight $s$, can be expanded in series in the ${ }_{s} Y_{j m}$. Quantities $\eta$ of spin-weight $s$ are those field functions
that they become essentially independent from one another. In the boson case, this choice leads again to the result (2.6) (with $f=0$ ), but in the fermion case the remarks after the lemma leads to the inequality
\[

$$
\begin{aligned}
E_{N} & \geq \sum_{n=1}^{N-1} E_{2}^{(n)}\left(\frac{1}{2} N /(N-1) ; \frac{1}{2} N\right) \\
& =\frac{1}{2} N(N-1)^{-1} \sum_{n=1}^{N-1} E_{2}^{(n)}(1 ; N-1),
\end{aligned}
$$
\]

where $E_{2}^{(n)}(h ; g)$ is the $n$th energy level of the problem with two distinguishable particles having masses $m / h$ and interacting through the interparticle potential $g V$ [or, equivalently, of the problem with one particle of mass $m /(2 h)$ in the external fixed potential $g V]$. Of course in the sum, each level must enter as many times as required by its multiplicity. This result, however, for $N>3$, is superseded by that of Hall, ${ }^{5}$ who by a previous separation of the center-of-mass motion obtains

$$
E_{N} \geq \sum_{n=1}^{N-1} E_{2}^{(n)}\left(\frac{3}{4} ; \frac{1}{2} N\right)=\frac{3}{4} \sum_{n=1}^{N-1} E_{2}^{(n)}\left(1 ; \frac{2}{3} N\right) .
$$

[^16]The advantage of this approach is that it retains more fully the effect of the Pauli principle; it is, therefore, particularly convenient at large $N$. For instance, for $V\left(r_{i}, r_{j}\right)=-e^{2} /\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$, the last formula yields the lower bound ${ }^{6}$

$$
\begin{aligned}
& E_{N} \geq-\frac{1}{6} m e^{4} N^{2}(V+1) ; \quad V \text { integral } \\
& \frac{1}{3} V\left(V+\frac{1}{2}\right)(V+1) \leq N-1 \\
&<\frac{1}{3}(V+1)\left(V+\frac{3}{2}\right)(V+2)
\end{aligned}
$$
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#### Abstract

The Newman-Penrose formalism for obtaining the recent conserved quantities in general relativity is discussed and a group-theoretic interpretation is given to it. This is done by relating each triad of the orthonormal vectors on the sphere to an orthogonal matrix $g$. As a result, the spin-weighted quantities $\eta$ become functions on the group of three-dimensional rotation, $\eta=\eta(g)$, where $g \in O_{3}$. An explicit form for the matrix $g$ is given and a prescription for rewriting $\eta(g)$ as functions of the spherical coordinates is also given. We show that a quantity of spin weight $s$ can be expanded as a series in the matrix elements $T_{3}^{\prime}{ }_{m}$ of the irreducible representation of $O_{\mathrm{a}}$, where $s$ is fixed. Infinite- and finite-dimensional representations of the group $S U_{\text {a }}$ are then realized in the spaces of $\eta^{\prime}$ 's and $T_{t m}^{\prime}$. It is shown that the infinitedimensional representation is not irreducible; its decomposition into irreducible parts leads to the expansion of $\eta$ in the $T_{s m}^{i}$, the latter providing invariant subspaces in which irreducible representations act.


## 1. INTRODUCTION

Recent research on conservation laws for the electromagnetic and gravitational fields by Newman and Penrose ${ }^{1}$ features a new differential operator $\delta$ and a class of functions ${ }_{s} Y_{j m}(\phi, \theta)$, called spin-s

[^18]spherical harmonics, all defined on a sphere. The new operator and functions appear in the study of the Bondi-Metzner-Sachs group. The ${ }_{s} Y_{j m}$ form a complete orthonormal set for each value of $s$ in the sense that certain field functions $\eta$, called quantities of spin-weight $s$, can be expanded in series in the ${ }_{s} Y_{j m}$. Quantities $\eta$ of spin-weight $s$ are those field functions
obtained by contraction of tensor (of any rank) fields with a certain complex triad.

Consequently, the operator $ð$ and the functions ${ }_{s} Y_{j m}$ were studied by Goldberg, Macfarlane, Newman, Rohrlich, and Sudarshan. ${ }^{2}$ They showed that $\delta$ is related to the angular-momentum operator $\mathbf{K}$ and the ${ }_{s} Y_{j m}$ are related ${ }^{3}$ to the matrix elements of the irreducible representations $T_{s m}^{j}$ of the three-dimensional rotation group $O_{3}$. The relevance of $\partial$ and ${ }_{s} Y_{j m}$ to the rotation group was stimulated by the similarity of certain relations appearing in the Newman-Penrose formalism to those appearing in the usual theory of angular momentum. It was shown that, by choosing the Euler angles appearing in $T_{m n}^{j}$ and $\mathbf{K}$ in a certain way, an identification with ${ }_{m} Y_{j n}$ and $\partial$ is obtained. If $T_{m_{n}}^{j}$ and K were to be written in terms of some three variables other than Euler's angles, ${ }^{4}$ one might still find a way to make such an identification possible.
The question arises as to whether the NewmanPenrose formalism has a closer connection to $O_{3}$. This question becomes increasingly important because of the unclear physical meaning of the new conserved quantities. Giving a group-theoretic interpretation to the formalism could lead to a better understanding of these conserved quantities which might be of importance to astrophysics and probably to the rest of physics. In this paper we answer the above question positively, thus giving the Newman-Penrose formalism a group-theoretic basis.

In general there exists a close connection between the usual theory of spherical harmonics and that of group representations which was first pointed out by both Cartan and Weyl, though it is not our purpose to go into this question here. ${ }^{5}$
It should be mentioned that Gel'fand and Shapiro ${ }^{6,7}$ have presented a method for expansion of certain combinations of components of vector and tensor fields. The expansion was made in terms of generalized spherical functions, the latter are the representation matrix elements $T_{m n}^{j}$, written as functions of Euler's angles. When the field quantities are evaluated on the

[^19]surface of a sphere, one has again to make certain identification of its variables, similar to what has been shown in Ref. 2.
Finally, we point out that generalized surface harmonics were also introduced and discussed by Moses. ${ }^{8}$ We only mention that Moses' generalized surface harmonics, denoted by $Y_{j}^{m n}(\phi, \theta)$, are related to the spin-s spherical harmonics ${ }_{s} Y_{j m}(\phi, \theta)$ of Newman and Penrose by
$$
Y_{j}^{s m}(\phi, \theta)={ }_{-s} Y_{j m}(\phi, \theta) e^{-i s \phi} .
$$

In Sec. 2, we define quantities $\eta$ as functions over the group $O_{3}$. These quantities are defined in the same way Newman and Penrose define their quantities of spin-weight $s$. However, whereas previously the additional rotational degree of freedom was fixed, we here do not make this convention and our $\eta$ 's depend on three angles.
In Sec. 3, we relate these three angles to the three variables of the elements of $O_{3}$. The expansion of the functions $\eta$ in terms of the matrix elements of the irreducible representations of $O_{3}$ is given in Sec. 4. The last section is devoted to the connection between infinite- and finite-dimensional representation of $O_{3}$ in the spaces of the $\eta$ 's and the $T_{m n}^{j}$, respectively.

## 2. QUANTITIES OF SPIN WEIGHT $s$

In the three-dimensional Euclidean space with spherical coordinates $r, \theta, \phi$, one introduces a triad ${ }^{9}$ of unit vectors $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{3}$ on each point of a sphere of radius $r$. The two vectors $\xi_{1}$ and $\xi_{2}$ are taken to be in the tangent plane to the sphere at the spherical angles $\phi$ and $\theta$, whereas $\xi_{3}$ is taken to be normal to the sphere there. The vectors $\xi_{1}$ and $\xi_{2}$ are defined up to a rotation with an angle, which we denote by $\phi_{2}$, in the tangent plane about an axis in the direction of $\xi_{3}$. The rotation of $\xi_{1}$ and $\xi_{2}$ about $\xi_{3}$ is given a definite mathematical expression in the sequel (see Sec. 3).

By introducing the above rotation, we have added a new variable $\phi_{2}$ upon which the two vectors $\xi_{1}$ and $\xi_{2}$ depend. Accordingly, these two vectors depend on the spherical angles $\phi, \theta$ as well as the new angle $\phi_{2}$ :

$$
\begin{equation*}
\xi_{1}=\xi_{1}\left(\phi, \theta, \phi_{2}\right), \quad \xi_{2}=\xi_{2}\left(\phi, \theta, \phi_{2}\right) . \tag{2.1}
\end{equation*}
$$

The vector $\xi_{3}$, on the other hand, depends only on $\phi$ and $\theta$ :

$$
\begin{equation*}
\xi_{3}=\xi_{3}(\phi, \theta) . \tag{2.2}
\end{equation*}
$$

Of particular interest to us is the behavior of $\xi_{1}$ and $\xi_{2}$ under the rotation about $\boldsymbol{\xi}_{3}$. Such a rotation

[^20]can be represented by the orthogonal matrix
\[

\Omega \equiv\left($$
\begin{array}{ccc}
\cos \psi & \sin \psi & 0  \tag{2.3}\\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}
$$\right)
\]

Denoting the column of the three vectors $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{3}$ by $\xi$,

$$
\xi=\left(\begin{array}{l}
\xi_{1}  \tag{2.4}\\
\xi_{2} \\
\xi_{3}
\end{array}\right)
$$

then under the rotation $\Omega$ we have

$$
\begin{equation*}
\xi^{\prime}=\Omega \xi . \tag{2.5}
\end{equation*}
$$

It is convenient to introduce the complex vector $\boldsymbol{\xi}_{+}$and its complex conjugate $\xi_{-}$defined by

$$
\begin{equation*}
\xi_{ \pm}=2^{-\frac{1}{2}}\left(\xi_{1} \mp i \xi_{2}\right) . \tag{2.6}
\end{equation*}
$$

Under the rotation (2.3) these complex vectors transform as

$$
\begin{equation*}
\xi_{ \pm}^{\prime}=e^{ \pm i \psi} \xi_{ \pm} . \tag{2.7}
\end{equation*}
$$

A quantity $\eta$ is now said to be of spin weight $s$ if under the rotation $\Omega$ it transforms as

$$
\begin{equation*}
\eta \rightarrow \eta^{\prime}=e^{i s \psi} \eta \tag{2.8}
\end{equation*}
$$

where $s$ is an integer.
Examples of quantities of spin weights 1,0 , and -1 are obtained by scalar multiplication of a vector field $\mathbf{v}$ with $\boldsymbol{\xi}_{\mp}, \boldsymbol{\xi}_{3}$ :

$$
\begin{align*}
\eta_{ \pm 1}\left(\phi, \theta, \phi_{2}\right) & =\mathbf{v}(\phi, \theta) \cdot \boldsymbol{\xi}_{ \pm}\left(\phi, \theta, \phi_{2}\right) \\
\eta_{0}(\phi, \theta) & =\mathbf{v}(\phi, \theta) \cdot \xi_{3}(\phi, \theta) \tag{2.9}
\end{align*}
$$

Further examples of quantities of spin weights of any order can be obtained in a similar way from tensor fields.

In the following, we restrict ourselves to quantities $\eta$ obtained by contraction of tensor fields with the triad $\boldsymbol{\xi}_{ \pm}, \boldsymbol{\xi}_{3}$. In other words, the $\eta$ functions are components of tensor fields along the complex triad. These components generally depend on the three angles $\phi, \theta, \phi_{2}$. By relating these angles to the three parameters appearing in the three-dimensional rotation group (such as Euler's angles or direction and angle of rotation ${ }^{4}$ ), the quantities $\eta$ can be considered as functions of $g$ :

$$
\begin{equation*}
\eta=\eta(g) \tag{2.10}
\end{equation*}
$$

where $g$ is an element of $O_{3}$.
Using the well-known relationship between the rotation group and the special unitary group of order two, $S U_{2}$, we consider $\eta$ as functions on the group $S U_{2}$ also:

$$
\begin{equation*}
\eta=\eta(u) \tag{2.11}
\end{equation*}
$$

where $u \in S U_{2}$.

In the next section, we give the explicit dependence of $g$ on the angles $\phi, \theta$, and $\phi_{2}$. We also find out what should be substituted for $g$ in order that $\eta$ be written as a linear combination of components of the original tensor field.

## 3. RELATION OF $\eta$ FUNCTIONS TO THE ROTATION GROUP

We now relate the quantities $\eta$ to the elements $g$ of the rotation group $O_{3}$.

First we relate the triad field $\xi$, given by Eq. (2.4), to $g \in O_{3}$ in such a way that for each triad $\xi$ there corresponds a rotation $g \in O_{3}$. This correspondence can be achieved, using a method similar to that outlined by Gel'fand and Shapiro, ${ }^{6}$ by assigning to each triad $\xi$ a rotation $g \in O_{3}$ which transforms a certain given triad on the sphere at $\phi=\theta=0$ to $\xi$. To find the rotation $g$, we proceed as follows.

We introduce a new triad of unit vectors

$$
\mathbf{e}=\left(\begin{array}{l}
\mathbf{e}_{\boldsymbol{e}}  \tag{3.1}\\
\mathbf{e}_{\phi} \\
\mathbf{e}_{r}
\end{array}\right)
$$

whose vectors are directed along the coordinates $\theta, \phi$, and $r$, respectively, and whose origin coincides with that of the triad $\xi$. The triad of vectors $\mathbf{e}$ is a function of the spherical coordinates, $\mathbf{e}=\mathbf{e}(\phi, \theta)$. The particular triad at $\phi=\theta=0$ is denoted by us by

$$
\mathbf{e}^{0}=\left(\begin{array}{c}
\mathbf{e}_{\theta}^{0}  \tag{3.2}\\
\mathbf{e}_{\phi}^{0} \\
\mathbf{e}_{r}^{0}
\end{array}\right)
$$

Accordingly, we have

$$
\begin{equation*}
\mathrm{e}^{0}=[\mathrm{e}(\phi, \theta)]_{\phi=\theta=0} . \tag{3.3}
\end{equation*}
$$

It is easily seen that the three vectors $\mathbf{e}_{\theta}^{\mathbf{0}}, \mathbf{e}_{\phi}^{\mathbf{0}}$, and $\mathbf{e}_{r}^{\mathbf{0}}$ are pointing in the same directions as the Cartesian coordinates $x, y$, and $z$ of the fixed system. The transformation $g$ is then defined as that one which transforms the triad $\mathbf{e}^{0}$ into the triad $\xi$ :

$$
\begin{equation*}
\xi=g \mathbf{e}^{0} \tag{3.4}
\end{equation*}
$$

Now the vectors $\mathbf{e}_{\theta}, \mathbf{e}_{\phi}$, and $\mathbf{e}_{r}$ can be decomposed along the Cartesian coordinates, hence along $\mathbf{e}_{\theta}^{\mathbf{0}}, \mathbf{e}_{\phi}^{\mathbf{0}}$, and $\mathbf{e}_{r}^{0}$. One easily finds that the matrix of rotation $R$ which transforms the triad $\mathrm{e}^{0}$ into the triad e ,

$$
\begin{equation*}
\mathbf{e}=R \mathbf{e}^{0} \tag{3.5}
\end{equation*}
$$

is given by

$$
R=\left(\begin{array}{ccc}
\cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta  \tag{3.6}\\
-\sin \phi & \cos \phi & 0 \\
\sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta
\end{array}\right)
$$

The above matrix $R$ can be written as a product of three orthogonal matrices

$$
\begin{equation*}
R=D B A^{\prime} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{align*}
D & =\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)  \tag{3.8}\\
B & =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & -\sin \theta \\
0 & \sin \theta & \cos \theta
\end{array}\right) \tag{3.9}
\end{align*}
$$

and where

$$
A^{\prime}=\left(\begin{array}{ccc}
\sin \phi & -\cos \phi & 0  \tag{3.10}\\
\cos \phi & \sin \phi & 0 \\
0 & 0 & 1
\end{array}\right)
$$

By changing the variable $\phi$, the matrix $A^{\prime}$ may be written as

$$
A=\left(\begin{array}{ccc}
\cos \phi_{1} & -\sin \phi_{1} & 0  \tag{3.11}\\
\sin \phi_{1} & \cos \phi_{1} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $\phi_{1}=\pi / 2-\phi$.
It remains to find the transformation from the triad $e$ to the triad $\xi$. Since the angle of rotation $\phi_{2}$ of the two vectors $\xi_{1}$ and $\xi_{2}$ was left undetermined, we define it by

$$
\begin{equation*}
\xi=C D^{-1} \mathbf{e} \tag{3.12}
\end{equation*}
$$

where the matrix $C$ is given by

$$
C=\left(\begin{array}{ccc}
\cos \phi_{2} & -\sin \phi_{2} & 0  \tag{3.13}\\
\sin \phi_{2} & \cos \phi_{2} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

For later calculations we have to know the relation between the triad $\xi$ when $\phi_{2}=0$ and the triad e. From Eq. (3.12) we obtain

$$
\left(\begin{array}{l}
\xi_{1}  \tag{3.14}\\
\xi_{2} \\
\xi_{3}
\end{array}\right)_{\mid \phi_{2}=0}=\left(\begin{array}{c}
-\mathbf{e}_{\phi} \\
\mathbf{e}_{\boldsymbol{e}} \\
\mathbf{e}_{r}
\end{array}\right)
$$

Using Eqs. (3.12), (3.5), (3.7), and (3.11), we find the explicit form of the rotation $g \in O_{3}$ which transforms the fixed triad $e^{0}$ into the triad $\xi$ :

$$
\begin{equation*}
g\left(\phi_{1}, \theta, \phi_{2}\right)=C\left(\phi_{2}\right) B(\theta) A\left(\phi_{1}\right) \tag{3.15}
\end{equation*}
$$

The transformation $g\left(\phi_{1}, \theta, \phi_{2}\right)$ represents three rotations with Euler's angles $\phi_{1}, \theta$, and $\phi_{2}$ around the $z, x$, and $z$ axis, respectively, where $\phi_{1}=$ $\pi / 2-\phi$. Hence, for each value of the variables $\phi, \theta$, and $\phi_{2}$ of the triad $\xi$ there corresponds a rotation $g\left(\pi / 2-\phi, \theta, \phi_{2}\right) \in O_{3}$, and any function of these variables can be considered as a function of $g \in O_{3}$.

In particular, the vectors $\boldsymbol{\xi}_{ \pm}, \boldsymbol{\xi}_{\mathbf{3}}$ can be considered as functions over the group $O_{3}$ :

$$
\begin{equation*}
\xi_{ \pm}=\xi_{ \pm}(g), \quad \xi_{3}=\xi_{3}(g) . \tag{3.16}
\end{equation*}
$$

A direct calculation shows that

$$
\begin{align*}
& \xi_{ \pm}(g)=-2^{-\frac{1}{2}}\left[e_{\phi}\left(\phi_{1}, \theta\right) \pm i e_{\theta}\left(\phi_{1}, \theta\right)\right] e^{\mp i \phi_{2}} \\
& \xi_{3}(g)=\mathbf{e}_{r}\left(\phi_{1}, \theta\right) \tag{3.17}
\end{align*}
$$

where $\phi_{1}=\pi / 2-\phi$.
The above considerations show that all functions $\eta$ obtained by contraction of tensor fields with the complex vectors (3.16), such as those given by Eqs. (2.9), are functions of $g \in O_{3}$ :

$$
\begin{equation*}
\eta=[\eta(g)]_{\phi_{1}=\pi / 2-\phi} \tag{3.18}
\end{equation*}
$$

For example, the functions $\eta_{s}, s=1,0,-1$, given by Eqs. (2.9), are given by

$$
\begin{align*}
\eta_{ \pm 11}(g) & =-2^{-\frac{1}{2}}\left[v_{\phi}\left(\phi_{1}, \theta\right) \pm i v_{\theta}\left(\phi_{1}, \theta\right)\right] e^{\mp i \phi_{2}} \\
\eta_{0}(g) & =v_{r}\left(\phi_{1}, \theta\right) \tag{3.19}
\end{align*}
$$

When we put $\phi_{2}=0$, the functions $\eta$ become functions of the spherical coordinates $\phi$ and $\theta$ only:

$$
\begin{equation*}
\eta(\phi, \theta)=[\eta(g)]_{\phi_{1}=\pi / 2-\phi, \phi_{2}=0} \tag{3.20}
\end{equation*}
$$

Using Eqs. (3.19), we obtain the result for $\eta_{s}, s=1$, $0,-1$, for example:

$$
\begin{align*}
\eta_{ \pm 1}(\phi, \theta) & =2^{-\frac{1}{2}}\left(v_{\phi} \pm i v_{\theta}\right) \\
\eta_{0}(\phi, \theta) & =v_{r} \tag{3.21}
\end{align*}
$$

In the next section, we relate these functions to the matrix elements of the irreducible representations of $O_{3}$ and $S U_{2}$.

## 4. EXPANSION OF QUANTITIES OF SPIN WEIGHT $s$

Let $T_{m n}^{j}(u)$ be the matrix elements of the irreducible representations of the special unitary group of order two, $S U_{2}$, in their canonical basis (called the generalized spherical functions by Gel'fand and Shapiro). Here, $m, n=-j,-j+1, \cdots, j$, where $j$, the weight of the representation, is a nonnegative integer or halfinteger, $j=0, \frac{1}{2}, 1, \frac{3}{2}, \cdots$. The three variables $\phi_{1}$, $\theta, \phi_{2}$ are employed here also so that a function $f(u)$ over the group $S U_{2}$ means a function of the Euler angles, $f(u)=f\left(\phi_{1}, \theta, \phi_{2}\right)$. Although the indices $j, m$, $n$ can be half-integers, in general they are restricted in our case to integers only. This is so since we have limited ourselves to quantities $\eta$ having only integral weights (compare Sec. 2). The use of $S U_{2}$, whose relationship to $O_{3}$ is well known, makes it easy to extend our results to quantities with half-integral weights.

We mention without proof ${ }^{10}$ that every continuous

[^21]function $f(u)$ in the group $S U_{2}$ is the limit of a uniformly convergent sequence of finite linear combinations of the functions $T_{m n}^{j}(u) .{ }^{11}$ This means that the functions $T_{m n}^{j}$ form a complete orthogonal system for the aggregate of all functions $f(u)$ whose modulus square is integrable with the measure $d u .{ }^{12}$ Accordingly, we have
\[

$$
\begin{equation*}
f(u)=\sum_{j=0}^{\infty} \sum_{m, n=-j}^{j} \alpha_{m n}^{j} T_{m n}^{j}(u), \tag{4.1}
\end{equation*}
$$

\]

where $\alpha_{m n}^{j}$ are constants given by

$$
\begin{align*}
& \alpha_{m n}^{j}=(2 j+1) A_{m n}^{j} \\
& A_{m n}^{j}=\int f(u) \overline{T_{m n}^{j}(u)} d u \tag{4.2}
\end{align*}
$$

We now examine the behavior of different quantities under the rotation $\Omega$, Eq. (2.3). The unitary matrix $\gamma \in S U_{2}$ which corresponds to the rotation $\Omega \in O_{3}$ is given by ${ }^{10}$

$$
\gamma=\mp\left(\begin{array}{cc}
e^{-i \varphi / 2} & 0  \tag{4.3}\\
0 & e^{i \psi / 2}
\end{array}\right) .
$$

Furthermore, the matrix $T^{j}$, when $j$ is an integer, satisfies ${ }^{10}$

$$
\begin{align*}
& T_{m n}^{j}(\gamma u)=e^{i m \psi} T_{m n}^{j}(u), \\
& T_{m n}^{j}(u \gamma)=e^{i n \psi} T_{m n}^{j}(u), \tag{4.4}
\end{align*}
$$

where $\gamma$ is given by Eq. (4.3) and $u \in S U_{2}$.
Accordingly, under the rotation $\Omega$, the function $f(u)$ transforms into

$$
\begin{align*}
f(\gamma u) & =\sum_{j} \sum_{m, n} a_{m n}^{j} T_{m n}^{j}(\gamma u) \\
& =\sum_{j} \sum_{m, n} \alpha_{m n}^{j} e^{i m \psi} T_{m n}^{j}(u) . \tag{4.5}
\end{align*}
$$

In particular, for a quantity of spin weight $s$, we have

$$
\begin{align*}
\eta(u) & =\sum_{j} \sum_{m, n} \beta_{m n}^{j} T_{m n}^{j}(u)  \tag{4.6}\\
\eta(\gamma u) & =\sum_{i} \sum_{m, n} \beta_{m n}^{j} e^{i m \psi} T_{m n}^{j}(u) \tag{4.7}
\end{align*}
$$

On the other hand, $\eta$ satisfies the relation (2.8) which, in our present notation, reads

$$
\begin{equation*}
\eta(\gamma u)=e^{i s \varphi} \eta(u) \tag{4.8}
\end{equation*}
$$

Hence, using Eq. (4.6), we have

$$
\begin{equation*}
\eta(\gamma u)=e^{i s \varphi} \sum_{j} \sum_{m, n} \beta_{m n}^{j} T_{m n}^{j}(u) \tag{4.9}
\end{equation*}
$$

Comparing the two expressions for $\eta(\gamma u)$ given by

[^22]Eqs. (4.7) and (4.9), we obtain

$$
\begin{equation*}
\sum_{j} \sum_{m, n} \beta_{m n}^{j}\left(e^{i m \psi}-e^{i s \psi}\right) T_{m n}^{j}(u)=0 \tag{4.10}
\end{equation*}
$$

Using the orthogonality relation that the matrices $T^{j}$ satisfy,
$\int T_{m n}^{j}(u) \overline{T_{m^{\prime} n^{\prime}}^{j^{\prime}}(u)} d u=(2 j+1)^{-1} \delta_{j j^{\prime}} \delta_{m n^{\prime}} \delta_{n n^{\prime}}$,
we obtain

$$
\begin{equation*}
\beta_{m n}^{j}\left(e^{i m \psi}-e^{i s \psi}\right)=0 \tag{4.12}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\beta_{m n}^{j}=\delta_{m s} \beta_{s n}^{s} . \tag{4.13}
\end{equation*}
$$

Accordingly, using Eqs. (4.6) and (4.13), we obtain for any quantity of spin weight $s$ :

$$
\begin{equation*}
\eta(u)=\sum_{j=|s|}^{\infty} \sum_{n=-j}^{j} \beta_{s n}^{j} T_{s n}^{j}(u) . \tag{4.14}
\end{equation*}
$$

It remains to write this formula in terms of the original spherical angles. Since, similarly to $g \in O_{3}$, $u$ is expressed in terms of $\phi_{1}, \theta$, and $\phi_{2}$, we obtain the desired expressions by substituting $\phi_{1}=\pi / 2-\phi$ and $\phi_{2}=0$. Accordingly, ${ }^{13}$

$$
\begin{equation*}
\eta(\phi, \theta)=\sum_{j=\{s \mid}^{\infty} \sum_{n=-j}^{j} \beta_{s n}^{j} T_{s n}^{j}(\pi / 2-\phi, \theta, 0) \tag{4.15}
\end{equation*}
$$

For example, a vector field $\mathbf{v}$ can be expanded in the following way:

$$
\begin{align*}
v_{ \pm}(\phi, \theta) & =\sum_{i, n} \beta_{ \pm 1, n}^{j} T_{ \pm 1, n}^{j}(\pi / 2-\phi, \theta, 0) \\
v_{0}(\phi, \theta) & =\sum_{j, n} \beta_{0, n}^{j} T_{0, n}^{j}(\pi / 2-\phi, \theta, 0) \tag{4.16}
\end{align*}
$$

where we have used the notation

$$
\begin{align*}
v_{ \pm} & =-2^{-\frac{1}{2}}\left(v_{\phi} \pm i v_{\theta}\right), \\
v_{0} & =v_{r} \tag{4.17}
\end{align*}
$$

A tensor field $\mathbf{W}$ of rank two provides nine quantities $W_{s}$ of weights $s=2,1,0,-1,-2$. These are obtained by contraction of the tensor field $\mathbf{W}$ with $\xi_{\mp}, \xi_{3}$ and inserting $\phi_{2}=0$ [using Eq. (3.14)]. ${ }^{14}$

[^23]Table I. Various spin-weight functions $W_{s}$ obtained from the tensor field $\mathbf{W}$. We also give their expansion modes in $T_{s_{n}}^{j}$, the latter being evaluated at $\phi_{1}=\pi / 2-\phi$ and $\phi_{2}=0$.

| Weight $s$ | $W_{s}$ | Tensor components | Expanded in $T_{s n}^{j}$ |
| :---: | :---: | :---: | :---: |
| $\pm 2$ | $\mathbf{w} \cdot \xi_{ \pm} \xi_{ \pm}$ | $\begin{aligned} & W_{\phi \phi}-W_{\theta \theta} \\ & \quad \pm i\left(W_{\theta \phi}+W_{\phi \theta}\right) \end{aligned}$ | $T_{ \pm 2, n}^{j}(\pi / 2-\phi, \theta, 0)$ |
| $\pm 1$ | $\begin{aligned} & \mathbf{W} \cdot \xi_{ \pm} \xi_{3} \\ & \mathbf{w} \cdot \xi_{3} \xi_{ \pm} . \end{aligned}$ | $\begin{aligned} & -\left(W_{\phi r} \pm i W_{\theta r}\right) \\ & -\left(W_{r_{\phi}} \pm i W_{r \theta}\right) \end{aligned}$ | $T_{ \pm 1, n}^{j}(\pi / 2-\phi, \theta, 0)$ |
|  | W $\cdot \xi_{+} \xi_{-}$ | $\begin{aligned} & W_{\phi \phi}+W_{\theta \theta} \\ & \quad+i\left(W_{\theta \phi}-W_{\phi \theta}\right) \end{aligned}$ |  |
| 0 | $\begin{aligned} & \mathbf{W} \cdot \xi_{3} \xi_{3} \\ & \mathbf{W} \cdot \xi_{-} \xi_{+} \end{aligned}$ | $\begin{gathered} W_{\text {rr }} \\ W_{\phi \phi}+W_{\theta \theta} \\ -i\left(W_{\theta \phi}-W_{\phi \theta}\right) \\ \hline \end{gathered}$ | $T_{0, n}^{j}(\pi / 2-\phi, \theta, 0)$ |

We give in Table I the various spin-weight functions $W_{s}$ obtained from the tensor field $\mathbf{W}$. We also give their expansion modes in $T_{s n}^{j}$; the latter are evaluated at $\phi_{1}=\pi / 2-\phi$ and $\phi_{2}=0$.
The above results were also obtained by Gel'fand and Shapiro ${ }^{6}$ by using a very tedious method.
The considerations of this section show how closely related the functions $\eta$ are to the matrix elements $T_{m n}^{j}$. This relationship has even a group-theoretic meaning when $T_{m n}^{j}$ and $\eta$ are considered as functions on the group $O_{3}$ or the group $S U_{2}$. This meaning is pointed out in the next section.

## 5. CONCLUDING REMARKS

We conclude our discussion by giving a grouptheoretic meaning to the expansion of the functions $\eta$ in terms of the $T_{m n}^{j}(u)$. It is shown that the transformations which connect the $\eta$ 's realize an infinitedimensional representation of $S U_{2}$ in the space of all functions $\eta$. This infinite-dimensional representation is not irreducible; its decomposition into irreducible parts leads to the expansion of $\eta(u)$ in the $T_{m n}^{j}(u)$, the latter providing invariant subspaces in which irreducible representations of $\mathrm{SU}_{2}$ act.

We notice that the set of all measurable functions $\eta(u)$ of weight $s$ [i.e., satisfying Eq. (4.8)] which satisfy the condition

$$
\begin{equation*}
\int|\eta(u)|^{2} d u<\infty \tag{5.1}
\end{equation*}
$$

form a Hilbert space. ${ }^{10}$ It is denoted by $L_{2}^{2 s}\left(S U_{2}\right) \cdot{ }^{15}$
We now assign for each $u_{1} \in S U_{2}$ an operator $V_{u_{1}}$ defined in the Hilbert space $L_{2}^{2 \mathrm{~s}}\left(S U_{2}\right)$ by

$$
\begin{equation*}
V_{u_{1}} \eta(u)=\eta\left(u u_{1}\right), \tag{5.2}
\end{equation*}
$$

where $\eta(u) \in L_{2}^{2 s}\left(S U_{2}\right)$. The correspondence $u_{1} \rightarrow V_{u_{1}}$

[^24]then realizes an infinite-dimensional representation of $S U_{2}$ in the space $L_{2}^{2 s}\left(S U_{2}\right)$. It is, in fact, a unitary representation. ${ }^{16}$

The decomposition of this infinite-dimensional representation into irreducible parts can easily be done if we notice that the matrix elements $T_{s n}^{j}(u) \in$ $L_{2}^{2 s}\left(S U_{2}\right)$ since they satisfy Eq. (4.8). Therefore,

$$
\begin{equation*}
V_{u_{1}} T_{s m}^{j}(u)=T_{s m}^{j}\left(u u_{1}\right) . \tag{5.3}
\end{equation*}
$$

Since $T_{s m}^{j}$ are matrix elements of the irreducible representations of $S U_{2}$, we have

$$
\begin{equation*}
T_{s m}^{j}\left(u u_{1}\right)=\sum_{n=-j}^{j} T_{s n}^{j}(u) T_{n m}^{j}\left(u_{1}\right) . \tag{5.4}
\end{equation*}
$$

Using Eq. (5.3), we obtain

$$
\begin{equation*}
V_{u_{1}} T_{s m}^{j}(u)=\sum_{n=-j}^{j} T_{s n}^{j}(u) T_{n m}^{j}\left(u_{1}\right) \tag{5.5}
\end{equation*}
$$

Accordingly, the transformation $V_{u_{1}}$ realizes a representation of $S U_{2}$ in the space $R^{s}$ of $(2 j+1)-$ functions of the $s$ th row of the matrix $T^{j}$. Also, the matrix elements of $V_{u_{1}}$ are $T_{n m}^{j}\left(u_{1}\right)$. The representation $u_{1} \rightarrow V_{u_{1}}$ in the space of functions $T_{s n}^{j}(u), n=-j$, $-j+1, \cdots, j$, is irreducible, and the $T_{s n}^{j}(u)$ form a canonical basis in this space. ${ }^{17}$

The above considerations show that the infinitedimensional representation of $S U_{2}$ in the Hilbert space $L_{2}^{2 s}\left(S U_{2}\right)$ is decomposed into irreducible parts defined in the subspaces $R^{s}$ of the matrix elements $T_{s n}^{j}(u)$, where $j$ and $s$ are fixed. In fact these are the only irreducible components of the infinite-dimensional representation. This explains the meaning of the expansions of $\eta$ in terms of $T_{s n}^{j}$.

[^25]they satisfy the following relations with respect to the canonical basis $T_{m,-j}^{j}, T_{m,-j+1}^{j}, \cdots, T_{m,}^{j}$ :
\[

$$
\begin{aligned}
H_{ \pm} T_{m n}^{j} & =[(j \pm n+1)(j \mp n)]^{\frac{1}{2}} T_{m, n \pm 1}^{j} \\
H_{3} T_{m n}^{j} & =n T_{m n}^{j},
\end{aligned}
$$
\]

where $m, n$ take the values $-j,-j+1, \cdots, j$. By changing the variables $\phi_{1}$ into $\phi_{2}$ and vice versa and using the relation

$$
\begin{aligned}
& T_{n m}^{j}\left(\phi_{2}, \theta, \phi_{1}\right)=T_{m n}^{j}\left(\phi_{1}, \theta, \phi_{2}\right), \\
& K_{ \pm} T_{m n}^{j}=\left[(j \pm m+1)(j \mp m) \frac{1}{2} T_{m \pm 1, n}^{j},\right. \\
& K_{3} T_{m n}^{j}=m T_{m n}^{j},
\end{aligned}
$$

we obtain
where $K_{ \pm}, K_{3}$ are given by $H_{ \pm}, H_{3}$ with $\phi_{1}$ and $\phi_{2}$ exchanged:

$$
\begin{gathered}
K_{ \pm}=e^{\mp i \phi_{2}}\left( \pm \operatorname{coton} \theta \frac{\partial}{\partial \phi_{2}}+i \frac{\partial}{\partial \theta} \mp \operatorname{cosec} \theta \frac{\partial}{\partial \theta_{1}}\right), \\
K_{3}=i \frac{\partial}{\partial \phi_{2}} .
\end{gathered}
$$

It then follows that $K_{+}$is most related to $ð$. See Ref. 2.
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#### Abstract

The theory of a quantized Dirac field interacting with a classical electromagnetic field is considered. The resulting $q$-number problem is reduced to a closely related $c$-number problem. The theory is then shown to be without divergences. The interpolating field is shown to exist and is local. Also, the $S$ matrix is shown to be unitary.


## I. INTRODUCTION

The problem of an electron in an external electromagnetic field has been considered by various people, particularly Salam and Matthews ${ }^{1}$ and Schwinger. ${ }^{2}$ It was shown by their use of the Fredholm theory that the one-particle Green's functions exist for an electron interacting with an external electromagnetic field.

It is also implicit in the work of Salam and Matthews, and explicit in that of Schwinger, that all the Green's functions of the theory can be expressed in terms of the two-point function. However, it is not obvious how the full apparatus of the theory is to be recovered from the Green's functions. The difficulty is that the theory has, in general, two distinct vacuum states: the in vacuum $\Psi_{\text {in }}^{0}$ and the out vacuum $\Psi_{\text {out }}^{0}$. The two-point Green's function as defined by Schwinger is

$$
\frac{\left(\Psi_{\text {out }}^{0},\left(\psi_{(x)} \psi_{y)}^{*}\right)_{+} \Psi_{\mathrm{in}}^{0}\right)}{\left(\Psi_{\text {out }}^{0}, \psi_{\text {in }}^{0}\right)},
$$

and it is not obvious how to use the standard reconstruction theorem of Wightman ${ }^{3}$ to recover the Hilbert space and field operators. That theorem assumes a unique vacuum state.

We have avoided the difficulties mentioned above by working directly with the fields. These fields are operator-valued distributions ${ }^{4}$ and therefore have a meaning only when smeared with suitably smooth test functions. They satisfy a system of linear partial differential equations. The problem of existence of a solution of these equations is reduced here to the same problem for a closely related system for complexvalued functions.

## II. THE FREE DIRAC FIELD

The free Dirac operators $\psi_{\text {in }}(x)$ are given in the usual Fock-space representation as presented, for

[^26]example, in Ref. 5. The Hilbert space $H^{(\mathrm{in})}$ on which they act is given by
\[

$$
\begin{equation*}
H^{(\mathrm{in})}=\oplus_{n=0}^{\infty} H_{n}^{(\mathrm{in})} \tag{1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
H_{n}^{(\mathrm{in})}={ }_{\wedge}^{n} H_{1}^{(\mathrm{in})}, \tag{2}
\end{equation*}
$$

where ${ }_{\wedge}^{n}$ means the $n$-fold completely antisymmetric tensor product. The no-particle (vacuum) $H_{0}^{(i n)}$ consists of elements which are complex numbers with the inner product

$$
\begin{equation*}
\left(\Phi_{0}, \Psi_{0}\right)=\Phi_{0}^{*} \Psi_{0}^{\prime} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{1}^{(\mathrm{in})}=H^{(+)} \oplus H^{(-)} \tag{4}
\end{equation*}
$$

A state in $H^{(\epsilon)}, \epsilon= \pm$, is described by a pair of com-plex-valued functions of the momentum $p$ labeled by an index $\alpha$ taking on the values $\pm \frac{1}{2}$. (Strictly speaking, the states are equivalence classes of functions. Two functions belong to the same equivalence class if they differ only off the mass shell.) Under the proper orthochronous Lorentz group, these states transform according to the representations $D^{\left(\frac{1}{2}, 0\right)}$ or $D^{\left(0, \frac{1}{2}\right)}$ of $S L(2, c)$ depending upon whether $\epsilon$ is + or - , respectively. The inner products in $H^{\epsilon}$ are given by

$$
\begin{align*}
\left(\Phi_{\alpha}^{(+)}(p),\right. & \left.\Psi_{\alpha}^{(+)}(p)\right) \\
& =\sum_{\alpha \beta} \int_{V_{+}} \Phi_{\alpha}^{(+) *}(p)\left(\frac{\tilde{p}}{m}\right)_{\alpha \beta} \Psi_{\beta}^{(+)}(p) d \Omega_{m}(p),  \tag{5a}\\
\left(\Phi_{\alpha}^{(-)}(p),\right. & \left.\Psi_{\alpha}^{(-)}(p)\right) \\
& =\sum_{\alpha \beta} \int_{V_{+}} \Phi_{\alpha}^{(-) *}(p)\left(\frac{p}{m}\right)_{\alpha \beta} \Psi_{\beta}^{(-)}(p) d \Omega_{m}(p) . \tag{5b}
\end{align*}
$$

Here,

$$
\begin{align*}
& \tilde{p}=p_{0} 1-\mathbf{p} \cdot \boldsymbol{\sigma}  \tag{6a}\\
& \underset{\sim}{p}=p_{0} 1+\mathbf{p} \cdot \boldsymbol{\sigma} . \tag{6b}
\end{align*}
$$

Convenient orthonormal basis functions for $H_{1}^{\epsilon}$ are

$$
\begin{array}{ll}
b_{\alpha, k}^{(+)}(p)=\sum_{\beta=\frac{1}{2}}^{\frac{1}{2}}(\underset{\sim}{p} / m)_{\alpha, \beta} H_{k_{\beta}}(\mathbf{p})\left(|\mathbf{p}|^{2}+m^{2}\right)^{\frac{1}{4}} & \text { for }(+), \\
b_{\alpha, h}^{(-)}(p)=\sum_{\beta}(\tilde{p} / m)_{\alpha \beta} H_{k_{\beta}}(\mathbf{p})\left(|\mathbf{p}|^{2}+m^{2}\right)^{\frac{1}{4}} & \text { for }(-) \tag{7a}
\end{array}
$$

[^27]The $H_{k_{\beta}}(\mathbf{p})$ may be taken as pairs of ordinary Hermite functions of the three-vector $\mathbf{p}$ so that each $k_{\beta}$ corresponds to a triple ( $l_{\beta}, m_{\beta}, n_{\beta}$ ) of integers.
The basis vectors in $H_{n}^{(\text {in }) \epsilon}$ are conveniently taken as determinants of the $b_{\epsilon}$ 's:

$$
\begin{align*}
& b_{\left(\alpha_{1} k_{1}, \cdots, \alpha_{n} k_{n}\right)}^{\epsilon}\left(p, \cdots, p_{n}\right) \\
& =\frac{1}{(n!)^{\frac{1}{2}}} \operatorname{det}\left(b_{\alpha_{1} k_{1}}^{\epsilon}\left(p_{1}\right), \cdots, b_{\alpha_{n} k_{n}}^{\epsilon}\left(p_{n}\right)\right) \tag{8}
\end{align*}
$$

We have occasion to use such a basis set later on.
The field operators $\psi_{\mathrm{in}}(f), \bar{\psi}_{\mathrm{in}}(f)$ are defined by

$$
\begin{align*}
& \left(\psi_{\mathrm{in}}(f) \Phi\right)_{\alpha_{1}, \cdots, \alpha_{n}, \beta_{1}, \cdots, \beta_{r}}^{(n, r)}\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right) \\
& =\int_{V_{+}} d \Omega_{m}(p)\left\{\sum_{\alpha}(n+1)^{\frac{1}{2}} \tilde{f}(p) u_{\alpha}(p)\right. \\
& \left.\quad \times \Phi_{\alpha \alpha_{1}, \cdots, \alpha_{n}, \beta_{1}, \cdots, \beta_{r}}^{(n+1, r)}\left(p p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right)\right\} \\
& \quad+r^{-\frac{1}{2}} \sum_{j=1}^{r}(-1)^{n+j+1} \tilde{f}\left(-q_{j}\right) v_{\beta_{j}}\left(q_{j}\right) \\
& \quad \times \Phi_{\alpha_{1}, \cdots, \alpha_{n}, \beta_{1}, \cdots, \beta_{j}, \cdots, \beta_{n}}^{(n, r-1)} \\
& \quad \times\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, \hat{q}_{j}, \cdots, q_{r}\right), \tag{9a}
\end{align*}
$$

where ${ }^{\wedge}$ over a letter means "omit this" and the $u_{\alpha}$, $v_{\beta}$ are the positive- and negative-frequency solutions of the Dirac equation. The $f(p)$ are the Fourier transforms of four-component test functions. Throughout this paper we use test functions from the space $\mathcal{S}$ of infinitely differentiable functions that are rapidly decreasing at infinity. We could, in fact, use a larger space consisting of functions which, together with their derivatives, are continuous and $L^{2}$. For simplicity, we have avoided this added complication.

With the notation $\bar{u}=u^{*} \gamma^{0}$ we have

$$
\begin{align*}
& \left(\bar{\psi}_{\text {in }}(f) \Phi\right)_{\alpha_{1}, \cdots, \alpha_{n}, \beta_{1}, \cdots, \beta_{r}}^{(n, r)}\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right) \\
& =\int_{V_{+}} d \Omega_{m}(q)\left\{\sum_{\beta}(r+1)^{\frac{1}{2}}(-1)^{n} \bar{v}_{\beta}(q) \tilde{f}(q)\right. \\
& \left.\quad \times \Phi_{\alpha_{1}, \cdots, \alpha_{n}, \beta \beta_{1}, \cdots, \beta_{r}}^{(n ; r+1)}\left(p_{1}, \cdots, p_{n}, q q_{1}, \cdots, q_{r}\right)\right\} \\
& \quad+n^{-1} \sum_{j=1}^{n}(-1)^{j+1} \bar{u}_{\alpha_{j}}\left(p_{j}\right) f\left(-p_{j}\right) \\
& \quad \times \Phi_{\left.\alpha_{1}, \cdots,\right)_{, \tilde{\alpha}_{j}}, \cdots, \alpha_{n}, \beta_{1}, \cdots, \beta_{r}}^{(n-1, r)} \\
& \quad \times\left(p_{1}, \cdots, \hat{p}_{j}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right) . \tag{9b}
\end{align*}
$$

Also,

$$
\begin{equation*}
\psi_{\mathrm{in}}(f)^{*}=\bar{\psi}_{\mathrm{in}}(\bar{f}) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\psi_{\mathrm{in}}(f), \psi_{\mathrm{in}}(g)^{*}\right]_{+}=-i S(f, g) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
S(x-y)=-(i \not \partial+m) \Delta(x-y) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
S(x-y)=S_{a}(x-y)-S_{r}(x-y) \tag{13}
\end{equation*}
$$

where $S_{a}$ and $S_{r}$ are the advanced and retarded Green's functions, respectively, for the free Dirac equation.

The fields $\psi_{\text {in }}(x)$ and $\bar{\psi}_{\text {in }}(x)$ satisfy the equations

$$
\begin{align*}
& (-i \gamma \cdot \partial+m) \psi(x)=0  \tag{14a}\\
& i \partial_{\mu} \bar{\psi}(x) \gamma^{\mu}+m \bar{\psi}(x)=0 \tag{14b}
\end{align*}
$$

As domain of the field operators we may take all $\Psi^{+}$ such that $\Psi^{(n, r)}=0$ for sufficiently large $n, r$ and such that $\Psi^{(n, r)} \in S$ when restricted to the direct product of the relevant mass hyperboloids.

## III. THE INTERPOLATING FIELD

The most general gauge-invariant interaction of a Dirac particle with an external electromagnetic field is described by the field equations

$$
\begin{equation*}
(-i \gamma \cdot \partial+m) \psi=\left(e A+\mu \sigma^{\alpha \beta} F_{\alpha \beta}\right) \psi \tag{15}
\end{equation*}
$$

Here, $e \not \subset+\mu \sigma^{\alpha \beta} F_{\alpha \beta}=B$,

$$
\begin{equation*}
\sigma^{\alpha \beta}=i^{-1}\left[\gamma^{\alpha}, \gamma^{\beta}\right] \tag{16}
\end{equation*}
$$

Using the retarded or advanced free Green's functions, this equation leads to the Källén-Yang-Feldman ${ }^{6,7}$ integral equations:

$$
\begin{align*}
& \psi(x)=\psi_{\mathrm{in}}(x)+\int S_{r}(x-y) B(y) \psi(y) d y  \tag{17a}\\
& \psi(x)=\psi_{\mathrm{out}}(x)+\int S_{a}(x-y) B(y) \psi(y) d y \tag{17b}
\end{align*}
$$

It is at this point that our procedure differs from the usual one (perturbation expansion). In fact, we convert this $q$-number problem to a $c$-number problem.

Since the solutions $\psi(x)$ of these equations (if they exist) define operator-valued distributions, it is natural to consider the smeared equations. We continue to use the notation

$$
\begin{equation*}
\psi(f)=\sum_{\alpha} \int f_{\alpha}(x) \psi_{\alpha}(x) d^{4} x, \tag{18}
\end{equation*}
$$

where $\alpha$ labels the spinor components of $\psi$.
Thus (suppressing the spinor indices),

$$
\begin{aligned}
\psi(f) & =\psi_{\mathrm{in}}(f)+\int f(x) S_{r}(x-y) B(y) \psi(y) d y d x \\
& =\psi_{\mathrm{in}}(f)+\psi\left[\left(f * S_{r}\right) B\right]
\end{aligned}
$$

where the * means convolution. So that, finally,

$$
\begin{equation*}
\psi\left(T_{r} f\right)=\psi_{\mathrm{in}}(f) \tag{19a}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{r} f=f-\left(f * S_{r}\right) B \tag{20a}
\end{equation*}
$$

is a mapping of the test-function space $S$ into itself if

[^28]$B$ is properly restricted. In fact, if we choose $A_{\mu} \in \boldsymbol{S}$ then $B \in \mathrm{~S}$.

Now, $S_{r}$ is a tempered distribution and, therefore, $f * S_{r} \in O_{M}$, the space of infinitely differentiable functions of slow growth. Hence, with $B \in S$ we see that $\left(f * S_{r}\right) B \in \mathcal{S}$. Furthermore, this mapping $T_{r}$ is continuous from $S$ into $S$.

In a similar manner we obtain

$$
\begin{equation*}
\psi\left(T_{a} f\right)=\psi_{\text {out }}(f) \tag{19b}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{a} f=f-\left(f * S_{a}\right) B \tag{20b}
\end{equation*}
$$

a continuous mapping from $S$ into $S$.
We use the notation

$$
\begin{align*}
D f & =i \partial_{\mu} f \gamma^{\mu}+m f  \tag{21}\\
D_{B} f & =D f+f B \tag{22}
\end{align*}
$$

It then follows that

$$
\begin{equation*}
T_{r}(D f)=T_{a}(D f)=D_{B} f \tag{23}
\end{equation*}
$$

## IV. THE MAPPINGS $T_{r}$ AND $T_{a}$

We now show that the use of the mappings $T_{r}$ and $T_{a}$ reduces the question of the existence of solutions for the fields to a $c$-number problem. To find the interpolating fields requires finding the inverse mappings $T_{r}^{-1}$ and $T_{a}^{-1}$. If these inverse mappings exist and define a continuous mapping of $\delta$ onto $S$, we are finished. The continuity of the inverse mappings follows from a theorem in Gel'fand and Schilow ${ }^{8}$ that states:

If a continuous linear operator $A$ maps a complete, countably normed space $\mathbf{X}$ in a one-to-one invertible fashion onto the space $\mathbf{Y}$, then the inverse operator $A^{-1}$ is also continuous.

Thus, we need only show that the inverse mappings exist from $S$ onto $S$. This means that we must show that, for all $h \in \mathcal{S}$, we can find an $f \in \mathcal{S}$ such that

$$
\begin{equation*}
T_{r} f=h \tag{24a}
\end{equation*}
$$

or

$$
\begin{equation*}
T_{a} f=h \tag{24b}
\end{equation*}
$$

We restrict the discussion to $T_{r}$ since the discussion for $T_{a}$ is identical.
Define the auxiliary function

$$
\begin{equation*}
g=f * S_{r} \tag{25}
\end{equation*}
$$

Then, $g \in O_{M}$ and due to the retardedness property of $S_{r}, g$ vanishes as $x^{0} \rightarrow-\infty$. Furthermore,

$$
\begin{equation*}
D g=f \tag{26}
\end{equation*}
$$

[^29]With zero initial conditions, the unique solution of this equation in $O_{M}$ is

$$
g=f * S_{r}
$$

Replacing $f$ by $D g$ in $T_{r} f$, we get

$$
\begin{equation*}
D g+g B=h \tag{27}
\end{equation*}
$$

So $g$ must be a solution of the inhomogeneous, interacting field equation with zero initial data. In the case of $T_{a}^{-1}$ we have zero final data.
The above system of differential equations is strictly hyperbolic and the Cauchy problem is well posed. It is well known ${ }^{9}$ that in this case there is a unique solution for $g \in O_{M}$.

Therefore, $T_{r}^{-1}$ and $T_{a}^{-1}$ exist and define continuous one-to-one mappings of $S$ onto $S$.
It also follows from the strict hyperbolicity of the operator $D_{B}$ that for zero initial data

$$
\begin{equation*}
\operatorname{supp} g \subset V_{+} \operatorname{supp} h \tag{28a}
\end{equation*}
$$

and for zero final data

$$
\begin{equation*}
\operatorname{supp} g \subset V_{-} \operatorname{supp} h \tag{28b}
\end{equation*}
$$

Here, $V_{ \pm}$supp $h$ is the forward (backward) light cone subtended by the support of $h$.

From this we can conclude that

$$
\begin{align*}
& \operatorname{supp} T_{r}^{-1} f \subset V_{+} \operatorname{supp} f,  \tag{29a}\\
& \operatorname{supp} T_{a}^{-1} f \subset V_{-} \operatorname{supp} f . \tag{29b}
\end{align*}
$$

## V. RECIPROCITY RELATIONS

In this section we prove and list several identities relating the Green's functions for the Dirac equation and the mappings $T_{r}, T_{a}$.

We start with the following well-known identity for the Dirac Green's functions:

$$
\begin{align*}
& \left(\gamma^{0} S_{r}^{*} \gamma^{0}\right)(-x)=\bar{S}_{r}(x)=S_{a}(x)  \tag{30a}\\
& \left(\gamma^{0} S_{a}^{*} \gamma^{0}\right)(-x)=\bar{S}_{a}(x)=S_{r}(x) \tag{30b}
\end{align*}
$$

Also, since
and

$$
\gamma^{0} \gamma^{\mu} \gamma^{0}=\gamma^{\mu}
$$

we get

$$
\gamma^{0} \sigma^{\mu \nu \dagger} \gamma^{0}=\sigma^{\mu \nu}
$$

$$
\begin{equation*}
\overline{B(y)}=B(y) \tag{31}
\end{equation*}
$$

It then follows by writing out the following expression that

$$
\begin{equation*}
S_{r}\left(T_{r} f-f, g\right)=S_{r}\left(f, T_{a} g-g\right) \tag{32}
\end{equation*}
$$

Whence it follows that

$$
\begin{equation*}
S_{r}\left(T_{r} f, g\right)=S_{r}\left(f, T_{a g} g\right) \tag{33a}
\end{equation*}
$$

[^30]and replacing $f$ by $T_{r}^{-1} f$ and $g$ by $T_{a}^{-1} g$, we get
\[

$$
\begin{equation*}
S_{r}\left(f, T_{a}^{-1} g\right)=S_{r}\left(T_{r}^{-1} f, g\right) \tag{33b}
\end{equation*}
$$

\]

In a similar manner, it is possible to prove a lot more identities, of which we now make a list since we need many of them later:

$$
\begin{align*}
S_{r}\left(T_{r} f, g\right) & =S_{r}\left(f, T_{a} g\right),  \tag{33a}\\
S_{a}\left(T_{a} f, g\right) & =S_{a}\left(f, T_{r} g\right),  \tag{34a}\\
S_{r}\left(T_{a} f, g\right) & =S_{r}\left(f, T_{r} g\right),  \tag{35a}\\
S_{a}\left(T_{r} f, g\right) & =S_{a}\left(f, T_{a} g\right),  \tag{36a}\\
S_{a}\left(T_{r} f, g\right)-S_{r}\left(f, T_{r} g\right) & =S_{a}(f, g)-S_{r}(f, g),  \tag{37a}\\
S_{a}\left(f, T_{a} g\right)-S_{r}\left(T_{a} f, g\right) & =S_{a}(f, g)-S_{r}(f, g) . \tag{38a}
\end{align*}
$$

The corresponding identities in terms of the inverse mappings are

$$
\begin{align*}
& S_{r}\left(f, T_{a}^{-1} g\right)=S_{r}\left(T_{r}^{-1} f, g\right),  \tag{33b}\\
& S_{a}\left(f, T_{r}^{-1} g\right)=S_{a}\left(T_{a}^{-1} f, g\right),  \tag{34b}\\
& S_{r}\left(f, T_{r}^{-1} g\right)=S_{r}\left(T_{a}^{-1} f, g\right),  \tag{35b}\\
& S_{a}\left(f, T_{a}^{-1} g\right)=S_{a}\left(T_{r}^{-1} f, g\right), \tag{36b}
\end{align*}
$$

$$
\begin{align*}
& S_{a}\left(f, T_{r}^{-1} g\right)-S_{r}\left(T_{r}^{-1} f, g\right) \\
& \quad=S_{a}\left(T_{r}^{-1} f, T_{r}^{-1} g\right)-S_{r}\left(T_{r}^{-1} f, T_{r}^{-1} g\right) \tag{37b}
\end{align*}
$$

$$
\begin{align*}
S_{a}\left(T_{a}^{-1} f, g\right) & -S_{r}\left(f, T_{a}^{-1} g\right) \\
& =S_{a}\left(T_{a}^{-1} f, T_{a}^{-1} g-S_{r}\left(T_{a}^{-1} f, T_{a}^{-1} g\right) .\right. \tag{38b}
\end{align*}
$$

## VI. THE INTERACTING GREEN'S FUNCTION

We now obtain the smeared Green's functions for the interacting Dirac equation

$$
\begin{align*}
& \overline{D_{B}} S_{r}^{B}(x, y)=\delta(x-y),  \tag{39a}\\
& \overline{D_{B}} S_{a}^{B}(x, y)=\delta(x-y), \tag{40a}
\end{align*}
$$

where the differentials act on $x$ and

$$
\overline{D_{B}}=(-i \gamma \cdot \partial+m+B)
$$

and

$$
\begin{gather*}
D_{B} S_{r}^{B}(x, y)=\delta(x-y)  \tag{39b}\\
D_{B} S_{a}^{B}(x, y)=\delta(x-y), \tag{40b}
\end{gather*}
$$

where the differentials act on $y$. We now define the two distributions

$$
\begin{align*}
& S_{r}^{B}(f, g)=S_{r}\left(T_{r}^{-1} f, g\right),  \tag{41a}\\
& S_{a}^{B}(f, g)=S_{a}\left(T_{a}^{-1} f, g\right), \tag{41b}
\end{align*}
$$

and we show that these are the required retarded and advanced Green's functions, respectively.

That the above defined distributions satisfy the correct equations (39) and (40) follows from the
identities (33b) and (34b) and the fact that

$$
\begin{equation*}
T_{r}^{-1} D_{B} f=T_{a}^{-1} D_{B} f=D f \tag{42}
\end{equation*}
$$

so that

$$
\begin{aligned}
\overline{D_{B}} S_{r}^{B}(f, g) & =S_{r}\left(T_{r}^{-1} D_{B} f, g\right) \\
& =S_{r}(D f, g) \\
& =\delta(f, g) .
\end{aligned}
$$

The proof for the other expressions follows in a similar manner.

That these distributions have the correct support properties follows from (29a) and (29b). Thus, if

$$
\begin{equation*}
V_{+} \operatorname{supp} f \cap \operatorname{supp} g=\phi \tag{43a}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{supp} f \cap V_{-} \operatorname{supp} g=\phi \tag{43b}
\end{equation*}
$$

then

$$
\begin{equation*}
S_{r}^{B}(f, g)=0, \tag{44}
\end{equation*}
$$

since $S_{r}$ has support in the forward light cone. This proves that $S_{r}^{B}$ has the same support as $S_{r}$, namely, the forward light cone.

Similarly, one shows that $S_{a}^{B}$ has the same support, the backward light cone, as $S_{a}$. Therefore, $S_{r}^{B}$ and $S_{a}^{B}$ are indeed the retarded and advanced Green's functions, respectively, for the operator $D_{B}$.

## VII. LOCALITY-COMMUTATION RELATIONS

We constructed $\psi_{\text {in }}$ so that

$$
\left[\psi_{\mathrm{in}}(f), \psi_{\mathrm{in}}(g)^{*}\right]_{+}=i S_{r}(f, g)-i S_{a}(f, g) .
$$

Also, we showed that

$$
\psi(f)=\psi_{\mathrm{in}}\left(T_{r}^{-1} f\right)
$$

so that

$$
\begin{aligned}
{\left[\psi(f), \psi(g)^{*}\right]_{+} } & =i S_{r}\left(T_{r}^{-1} f, T_{r}^{-1} g\right)-i S_{a}\left(T_{r}^{-1} f, T_{r}^{-1} g\right) \\
& =i S_{r}\left(T_{r}^{-1} f, g\right)-i S_{a}\left(f, T_{r}^{-1} g\right) \\
& =i S_{r}\left(T_{r}^{-1} f, g\right)-i S_{a}\left(T_{a}^{-1} f, g\right) \\
& =i S_{r}^{B}(f, g)-i S_{a}^{B}(f, g)
\end{aligned}
$$

This proves that the interpolating field is local. We have used the identities (37b) and (34b) and Eqs. (41a) and (41b).

We now show that the in-field and the out-field satisfy the same commutation relations, that is,

$$
\begin{equation*}
\left[\psi_{\text {out }}(f), \psi_{\text {out }}(g)^{*}\right]_{+}=\left[\psi_{\text {in }}(f), \psi_{\text {in }}(g)^{*}\right]_{+} \tag{45}
\end{equation*}
$$

We recall that

$$
\begin{aligned}
\psi(f) & =\psi_{\text {in }}\left(T_{r}^{-1} f\right), \\
\psi_{\text {out }}(f) & =\left(T_{a} f\right) .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\psi_{\text {out }}(f)=\psi_{\text {in }}\left(T_{r}^{-1} T_{a} f\right) \tag{46}
\end{equation*}
$$

and

$$
\begin{aligned}
{\left[\psi_{\text {out }}(f), \psi_{\text {out }}(g)^{*}\right]_{+}=} & {\left[\psi_{\mathrm{in}}\left(T_{r}^{-1} T_{a} f\right), \psi_{\mathrm{in}}\left(T_{r}^{-1} T_{a} f^{*}\right)\right]_{+} } \\
= & i S_{r}\left(T_{r}^{-1} T_{a} f, T_{r}^{-1} T_{a} g\right) \\
& -i S_{a}\left(T_{r}^{-1} T_{a} f, T_{r}^{-1} T_{a} g\right) .
\end{aligned}
$$

But from (37b) and (38b) we conclude that

$$
\begin{align*}
& S_{r}\left(T_{r}^{-1} f, T_{r}^{-1} g\right)-S_{a}\left(T_{r}^{-1} f, T_{r}^{-1} g\right) \\
& \quad=S_{r}\left(T_{a}^{-1} f, T_{a}^{-1} g\right)-S_{a}\left(T_{a}^{-1} f, T_{a}^{-1} g\right) \tag{47}
\end{align*}
$$

and, hence, that

$$
\begin{align*}
& S_{r}\left(T_{r}^{-1} T_{a} f, T_{r}^{-1} T_{a} g\right)-S_{a}\left(T_{r}^{-1} T_{a} f, T_{r}^{-1} T_{a} g\right) \\
&=S_{r}(f, g)-S_{a}(f, g), \tag{48}
\end{align*}
$$

which proves our assertion that the out-field and the in-field satisfy the same commutation relations.

## VIII. UNITARITY OF THE S MATRIX—THE OUT-VACUUM

Since the out-field and the in-field satisfy the same commutation relations, we need only show that, corresponding to the out-field, there exists a vacuum state in the Hilbert space of in-states to conclude that the two fields are unitarily equivalent. ${ }^{10}$ The unitary operator connecting them is the $S$ matrix. Recall that the in-field was explicitly constructed to have a vacuum state (corresponding to no particles being present).

We now show that the out-field has a vacuum. As we saw before,

$$
\psi_{\mathrm{out}}(f)=\psi_{\mathrm{in}}\left(T_{r}^{-1} T_{a} f\right)
$$

We first show that

$$
\begin{equation*}
T_{r}^{-1} T_{a} f=f+f_{0}, \tag{49}
\end{equation*}
$$

where $\operatorname{supp} f_{0} \subset \operatorname{supp} B$.
But

$$
\begin{equation*}
T_{r}^{-1} T_{a} f=D g, \tag{50}
\end{equation*}
$$

where $g$ is the solution of

$$
\begin{equation*}
D_{B} g=T_{a} f \tag{51}
\end{equation*}
$$

corresponding to zero initial conditions.
A particular integral of (51) is

$$
\begin{equation*}
g_{\text {particular }}=f * S_{a} \tag{52}
\end{equation*}
$$

So

$$
\begin{equation*}
g=f * S_{a}+g_{0} \tag{53}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{B} g_{0}=0 \tag{54}
\end{equation*}
$$

with initial conditions $f *\left(S_{r}-S_{a}\right)$.
Hence,

$$
\begin{equation*}
f_{0}=D g_{0}=-g_{0} B \tag{55}
\end{equation*}
$$

[^31]and
$$
\operatorname{supp} f_{0} \subset \operatorname{supp} B
$$
as claimed.
If $f^{+}$is a positive-frequency test function [that is, the Fourier transform $\vec{f}^{+}\left(p_{0}, \mathbf{p}\right)$ of $f^{+}$vanishes for $\left.p_{0} \leq 0\right]$, then by construction
\[

$$
\begin{equation*}
\psi_{\mathrm{in}}\left(f^{+}\right) \Phi_{\mathrm{in}}^{(0,0)}=0 . \tag{56}
\end{equation*}
$$

\]

We now show that the equation

$$
\begin{equation*}
\psi_{\mathrm{out}}\left(f^{+}\right) \Phi_{\mathrm{out}}^{0}=0 \tag{57}
\end{equation*}
$$

has a solution

$$
\Phi_{\mathrm{out}}^{0} \in H^{(\mathrm{in})}
$$

Using a complete orthonormal set of basis vectors, as described previously, we look for a solution of the form

$$
\begin{align*}
& \Phi_{\text {out }}^{0}=\sum_{n, r} a_{n, r}^{\left(\alpha_{1} k_{1}, \cdots, \alpha_{n} k_{n}, \beta_{1} j_{1}, \cdots, \beta_{r} j_{r}\right)} \\
& \quad \times b_{\left(\alpha_{1} k_{1}, \cdots, \alpha_{n} k_{n}, \beta_{1} j_{1}, \cdots, \beta_{r}, j_{r}\right)}^{(n, r)}\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right) . \tag{58}
\end{align*}
$$

We suppress the indices and simply write

$$
\begin{equation*}
\Phi_{\text {out }}^{0}=\sum_{n, r} a_{n, r} b^{(n, r)} \tag{59}
\end{equation*}
$$

We now set

$$
\psi_{\text {out }}\left(f^{+}\right) \Phi_{\text {out }}^{0}=0
$$

Then we get

$$
\begin{equation*}
\psi_{\text {in }}\left(f^{+}+f_{0}^{+}\right) \Phi_{\text {out }}^{0}=0 \tag{60}
\end{equation*}
$$

and component by component this reads

$$
\begin{align*}
a_{n+1, r} & \int d \Omega_{m}(p) \\
& \times\left\{\sum_{\alpha}(n+1)^{\frac{1}{2}}\left[\tilde{f}^{+}(p)+\tilde{f}_{0}^{+}(p)\right] u_{\alpha}(p) b^{(n+1, r)}\right\} \\
= & -a_{n, r-1} r^{-\frac{1}{2}} \sum_{j=1}^{r}(-1)^{n+j+1} \tilde{f}_{0}^{+}\left(-q_{j}\right) v_{\beta j}\left(q_{j}\right) b^{(n, r-1)} . \tag{61}
\end{align*}
$$

If we take the inner product of this expression with itself, we get

$$
\begin{equation*}
\left|a_{n+1, r}\right|^{2} I_{n+1, r}=\frac{\left|a_{n, r-1}\right|^{2}}{(n+1) r} K_{n, r-1} \tag{62}
\end{equation*}
$$

where

$$
\begin{align*}
I_{n+1, r}= & \| \int d \Omega_{m}(p)\left\{\sum_{\alpha}\left[f^{+}(p)+\tilde{f}_{0}^{+}(p)\right] u_{\alpha}(p)\right\} \\
& \times b_{\left(\alpha k \alpha_{1} k_{1}, \cdots, \alpha_{n} k_{n}, \beta_{1} l_{1}, \cdots, \beta_{r} l_{r}\right)}^{(n+1, r} \|^{2} \\
& \left(p p_{1}, \cdots, p_{n}, q_{1}, \cdots, q_{r}\right) \tag{63}
\end{align*}
$$

and

$$
\begin{align*}
K_{n, r-1}= & \| \sum_{j=1}^{r}(-1)^{n+j+1} f_{0}^{+}\left(-q_{j}\right) v_{\beta j}\left(q_{j}\right) \\
& \times b_{\left(\alpha_{1} k_{1}, \cdots, \alpha_{n} k_{n}, \beta_{1} l_{1}, \cdots, \hat{\beta}_{j} \hat{l}_{j}, \cdots, \beta_{r} l_{r}\right)}^{(n, r-1)} \\
& \times\left(p_{1}, \cdots, p_{n}, q_{1}, \cdots, \hat{q}_{j}, \cdots, q_{r}\right) \|^{2} . \tag{64}
\end{align*}
$$

Using (62), we can express $\left|a_{n+r, r}\right|^{2}$ in terms of $\left|a_{n, 0}\right|^{2}$ and $\left|a_{n, r+n}\right|^{2}$ in terms of $\left|a_{0, r}\right|^{2}$. But if we consider the expression

$$
\begin{align*}
& \left(\psi_{\mathrm{in}}\left(f^{+}+\tilde{f}_{0}^{+}\right) \Phi_{\mathrm{in}}\right)^{(n-1,0)} \\
& =\int d \Omega_{m}(p)\left\{\sum_{\alpha}(n)^{\frac{1}{2}}\left[f^{+}(p)+\tilde{f}_{0}^{+}(p)\right] u_{\alpha}(p)\right\} \\
& \quad \times \Phi_{\alpha \alpha_{1}, \cdots, \alpha_{n-1}}^{(n, 0)}\left(p p_{1}, \cdots, p_{n-1}\right) \tag{65}
\end{align*}
$$

and use (60), we get

$$
\begin{equation*}
a_{n, 0}=0, \quad n \geq 1 \tag{66a}
\end{equation*}
$$

and from the adjoint of (65) we get

$$
\begin{equation*}
a_{0, r}^{*}=0, \quad r \geq 1 \tag{66b}
\end{equation*}
$$

Therefore, the only nonvanishing coefficients are of the form $a_{n, n}$ and we call them $a_{n}$. The conditions (66) state that particles are created and destroyed only in pairs.

We must now estimate $I_{n+1, n+1}$ and $K_{n, n}$. Integrating out the variables that can be done trivially, we get

$$
\begin{aligned}
& I_{n+1, n+1} \\
& =\| \int d \Omega_{m}(p)\left\{\sum_{\alpha}\left[\tilde{f}^{+}(p)+\tilde{f}_{0}^{+}(p)\right] u_{\alpha}(p)\right\} \\
& \times[(n+1)!]^{-\frac{1}{2}} \operatorname{det}\left[b_{\alpha_{1} k_{1}}^{(+)}, \ldots\left(p_{1}\right), \cdots, b_{\alpha_{n+1} k_{n+1}}^{(+)}\left(p_{n+1}\right)\right] \|^{2}
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\geq \frac{1}{n+1} \sum_{l=1}^{n+1} \int \right\rvert\, f^{+}(p)+f_{0}^{+}(p)\right]\left.u_{\alpha}(p) b_{\alpha_{l} k_{l}}(p)\right|^{2} d \Omega_{m}(p) \tag{67}
\end{equation*}
$$

$$
\begin{equation*}
\geq \frac{n+1}{n+1}\left|\theta_{2}\right|^{2}=\left|\theta_{2}\right|^{2}>0 \tag{68}
\end{equation*}
$$

The first inequality comes from the fact that, in squaring the determinant, the cross terms obtained are either zero or positive due to the orthogonality of the basis functions.

In the expression for $K_{n, n}$, we expand $\tilde{f}_{0}^{+}\left(-q_{j}\right) v_{\beta_{j}}\left(q_{j}\right)$ in terms of the basis vectors for $H_{1}^{(-)}$:

$$
\begin{equation*}
f_{0}^{+}\left(-q_{j}\right) v_{\beta_{j}}\left(q_{j}\right)=\sum_{r=1}^{\infty} C_{r} b_{\beta_{j} k_{r}}^{(-)}\left(q_{j}\right) \tag{70}
\end{equation*}
$$

Then,

$$
\begin{align*}
K_{n, n}= & (n+1) \| \sum C_{r}[(n+1)!]^{-\frac{1}{2}} \\
& \times \operatorname{det}\left[b_{\beta_{1} k_{1}}^{(-)}\left(q_{1}\right), \cdots, b_{\beta_{n+1} k_{n+1}}^{(-)}\left(q_{n+1}\right)\right] \|  \tag{71}\\
= & (n+1) \sum\left|C_{r}\right|^{2}  \tag{72}\\
= & (n+1)\left|\theta_{1}\right|^{2}<\infty \tag{73}
\end{align*}
$$

since

$$
f_{0}^{+} \in S
$$

combining the estimates (69) and (73), we get that

$$
\left|a_{n+1}\right|^{2} \leq \frac{\left|a_{n}\right|^{2}}{n+1}\left|\frac{\theta_{1}}{\theta_{2}}\right|^{2}
$$

Let

$$
\begin{equation*}
\left|\frac{\theta_{1}}{\theta_{2}}\right|=\theta . \tag{74}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left|a_{n+1}\right|^{2} \leq \frac{\left|a_{0}\right|^{2}}{(n+1)!} \theta^{2(n+1)} \tag{75}
\end{equation*}
$$

Hence,

$$
\begin{gathered}
\sum\left|a_{n}\right|^{2} \leq\left|a_{0}\right|^{2} \sum \frac{\left(\theta^{2}\right)^{n}}{n!}=\left|a_{0}\right|^{2} e^{e^{2}}<\infty, \\
\therefore \Phi_{\text {out }}^{0} \in H^{\text {in }}
\end{gathered}
$$

and the out-field has a vacuum state. It is clear that the out-field is irreducible since it satisfies the free Dirac equation and therefore the $S$ matrix is unitary.

## IX. CONCLUSION

We have considered the theory of a Dirac field interacting with a classical electromagnetic field. We have shown that the interpolating field exists and is local and furthermore that there is a unitary $S$ matrix. The theory is completely free of any divergences and, hence, no renormalization is needed. This is due to the fact that the field equations are linear and it is not necessary to give a meaning to products of field operators. If one wishes to define local observables such as the current, then a renormalization is needed. This renormalization amounts to extracting the "correct singular part" from the product of distributions. No statement was made about the definition of such quantities.

The essential point (that seems to have been missed up till now) is that, in a simple theory of this sort, the question of the existence of the fields can be clearly separated from the question of how one should define local observables.
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#### Abstract

A new approach to the solution of transport problems, based on the ideas introduced into transport theory by Ambarzumian, Chandrasekhar, and Case, is discussed. To simplify the discussion, the restriction to plane geometry and one-speed isotropic scattering is made. However, the method can be applied in any geometry with any scattering model, so long as a complete set of infinite-medium eigenfunctions is known. First, the solution for the surface distributions is sought. (In a number of applications this is all that is required.) By using the infinite-medium eigenfunctions, a system of singular integral equations together with the uniqueness conditions is derived for the surface distributions in a simple and straightforward way. This system is the basis of the theory. It can be reduced to a system of Fredholm integral equations or to a system of nonlinear integral equations, suitable for numerical computations. Once the surface distributions are known, the complete solution can be found by quadrature by using the fullrange completeness and orthogonality properties of the infinite-medium eigenfunctions. The method is compared with the standard methods of invariant imbedding, singular eigenfunctions, and a new procedure recently developed by Case.


## I. INTRODUCTION

In the past 50 years or so, a number of methods have been devised for solving the neutron (or radiation) transport equations. Excluding strictly approximation procedures such as spherical-harmonics expansions, discrete-ordinate methods, etc., ${ }^{1-3}$ the most important schemes are the Wiener-Hopf method, which is described in detail in Ref. 2, the invariantimbedding technique, first introduced to transport theory by Ambarzumian ${ }^{4}$ and developed extensively by Chandrasekhar ${ }^{1}$ and others, ${ }^{5}$ and the Case eigen-function-expansion method. ${ }^{3.6}$
Historically, the first exact method was the WienerHopf method. Because it was basically simpler, the invariant-imbedding method became more popular after its introduction. Eventually, the eigenfunctionexpansion approach became more widely used than either of those methods for a number of reasons which are discussed below. (The Wiener-Hopf method is in fact identical with Case's method in the sense that any problem which can be solved by one method can be solved also by the other. Because Case's method is simpler and more familiar, we will not discuss the Wiener-Hopf method further.)

[^32]We first note that the traditional derivations of the equations of invariant imbedding are based upon intuitive physical arguments which, by virtue of the known existence of unique solutions of the transport equations, ${ }^{7}$ are, in fact, spurious. However, this approach has some real advantages for numerical computation. On the other hand, it does not give complete knowledge of the neutron distribution in a given medium, but only the reflected and transmitted intensities. (Admittedly, in a number of applications these are all that are required.)
A really more serious disadvantage of the invariantimbedding equations is that they are, in general, not uniquely soluble. To guarantee a unique solution, additional conditions must be imposed. ${ }^{1}$ These conditions cannot be obtained from the original invariant-imbedding arguments, and so must be introduced in a somewhat arbitrary manner.
The Case method, ${ }^{6}$ on the other hand, has the virtue of simplicity and familiarity, since it is based on an eigenfunction-expansion technique which is already well known to physicists from applications in "classical" boundary-value problems. Furthermore, no intuitive arguments and no extraneous conditions are necessary in order to derive the equations and to guarantee unique solutions. However, by straightforward application of this method, more information is frequently obtained than is really required (as, for example, the neutron distribution everywhere rather than at a surface) and reducing the results to numerics is highly nontrivial. ${ }^{8}$

The major purpose of the present paper is to rederive the nonlinear integral equations of invariant

[^33]imbedding and the uniqueness conditions in a fashion which does not suffer from the deficiencies noted above. This is accomplished by using the Case infinitemedium eigenfunctions. The nonlinear integral equations follow from a system of singular integral equations, which are themselves derived in a simple and straightforward way from Case's eigenfunctions. It is interesting to compare our derivation with those of Sobolev, ${ }^{9}$ Busbridge, ${ }^{10}$ and Mullikin. ${ }^{11}$
We deal primarily with slab problems-in the limit, of course, half-space results are obtained. The familiar restriction to plane geometry and one-speed isotropic scattering is made. However, the method can be applied in any geometry with any scattering model (e.g., multivelocity anisotropic scattering) so long as a complete set of infinite-medium eigenfunctions is known.

The results we obtain are not new. However, we do feel that our approach yields a coherent, mathematically satisfying, and simple derivation of singular integral equations and equivalent invariant-imbedding nonlinear integral equations, together with the conditions which guarantee unique solution.
In Sec. II, we give a brief review of Case's eigenfunctions and their properties. Then, in Sec. III, the system of singular integral equations and the nonlinear integral equations-together with the conditions guaranteeing uniqueness-are derived for the slab. In Sec. IV, some remarks are made for the half-space problems.

## II. THE CASE EIGENFUNCTIONS

We begin with the Case eigenfunctions of the onespeed one-dimensional transport equation with isotropic scattering

$$
\begin{equation*}
\left(\mu \frac{\partial}{\partial x}+1\right) \psi(x, \mu)=\frac{c}{2} \int_{-1}^{1} \psi\left(x, \mu^{\prime}\right) d \mu^{\prime} . \tag{1}
\end{equation*}
$$

These eigenfunctions may be written in the form ${ }^{3.6}$

$$
\begin{equation*}
\psi_{v}(x, \mu)=\phi(\nu, \mu) e^{-x / v} \tag{2a}
\end{equation*}
$$

with

$$
\begin{gather*}
\phi(\nu, \mu)=\frac{c v}{2} P \frac{1}{v-\mu}+\lambda(v) \delta(v-\mu), \quad \nu \in(-1,1),  \tag{2c}\\
\phi\left( \pm v_{0}, \mu\right)=\frac{c v_{0}}{2} \frac{1}{\nu_{0} \mp \mu},  \tag{2b}\\
\int_{-1}^{1} \phi(\nu, \mu) d \mu=1, \quad \nu \in(-1,1), \quad \nu= \pm v_{0} . \tag{2d}
\end{gather*}
$$

[^34]Here the discrete eigenvalue $\nu_{0}$ is a root of the dispersion function

$$
\begin{equation*}
\Lambda(z)=1-\frac{c z}{2} \int_{-1}^{1} \frac{d \mu}{z-\mu} . \tag{3}
\end{equation*}
$$

The quantity $\lambda(v)$ which appears in Eq. (2b) is related to the boundary values of the dispersion function $\Lambda(z)$ on the branch cut $(-1,1)$. In fact,

$$
\begin{equation*}
\lambda(\nu)=\frac{1}{2}\left[\Lambda^{+}(\nu)+\Lambda^{-}(\nu)\right], \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda^{ \pm}(\nu)=\lim _{0<\epsilon \rightarrow 0} \Lambda(v \pm i \epsilon), \quad v \in(-1,1) \tag{5}
\end{equation*}
$$

We note that $c$, the mean number of neutrons emitted per collision, will always be assumed to be such that the slab is "subcritical." For $c<1$, this is certainly true for all slab thickness.

The eigenfunctions are orthogonal in the sense that

$$
\begin{equation*}
\int_{-1}^{1} \mu \phi(\nu, \mu) \phi\left(v^{\prime}, \mu\right) d \mu=0, \quad \nu \neq v^{\prime} . \tag{6}
\end{equation*}
$$

In fact, the normalization integrals are also known:

$$
\begin{gather*}
\int_{-1}^{1} \mu \phi^{2}\left( \pm v_{0}, \mu\right) d \mu= \pm N\left(v_{0}\right),  \tag{7a}\\
\int_{-1}^{1} \mu \phi(\nu, \mu) \phi\left(\nu^{\prime}, \mu\right) d \mu=N(v) \delta\left(v-\nu^{\prime}\right), \quad \nu \in(-1,1), \tag{7b}
\end{gather*}
$$

where

$$
\begin{align*}
N\left(\nu_{0}\right) & =\left.\frac{c}{2} \nu_{0}^{2} \frac{\partial \Lambda(z)}{\partial z}\right|_{z=v_{0}},  \tag{8a}\\
N(\nu) & =\nu \Lambda^{+}(\nu) \Lambda^{-}(\nu) . \tag{8b}
\end{align*}
$$

(All of the above results, which are well known, are restated merely for convenience.)
We now consider the solution of the so-called albedo problem for a slab. This is the problem of determining the distribution of neutrons everywhere in a source-free slab due to an incident beam. We seek the solution, denoted as $\psi\left(0, \mu_{0} \rightarrow x, \mu ; \tau\right)$, to the homogeneous transport equation (1) subject to the boundary conditions

$$
\begin{gather*}
\psi\left(0, \mu_{0} \rightarrow 0, \mu ; \tau\right)=\delta\left(\mu_{0}-\mu\right), \quad \mu_{0}>0, \quad \mu>0 \\
\psi\left(0, \mu_{0} \rightarrow \tau,-\mu ; \tau\right)=0, \quad \mu>0, \tag{9}
\end{gather*}
$$

where $\tau$ is the thickness of a slab.
We expand the solution $\psi\left(0, \mu_{0} \rightarrow x, \mu ; \tau\right)$ in terms of the eigenfunctions. That is,

$$
\begin{align*}
& \psi\left(0, \mu_{0} \rightarrow x, \mu ; \tau\right) \\
& \quad=A\left(v_{0}\right) \phi\left(\nu_{0}, \mu\right) e^{-x / v_{0}}+A\left(-v_{0}\right) \phi\left(-v_{0}, \mu\right) e^{x / v_{0}} \\
& \quad+\int_{-1}^{1} A(v) \phi(\nu, \mu) e^{-x / v} d \nu \tag{10}
\end{align*}
$$

The Case procedure is to determine the expansion coefficient as discussed earlier.

However, by using the set of eigenfunctions in another way, we are led at once to a system of singular integral equations for the reflected and transmitted intensities.

## III. DERIVATION OF INVARIANT-IMBEDDING EQUATIONS

## A. Albedo Problem for a Slab

Let us first consider the solution of the albedo problem defined in the previous section, for it will be shown that the solution of any problem can be expressed in terms of the albedo solution (Sec. III.B). We consider a slab whose left-hand surface is at $x=0$, and whose right-hand surface is at $x=\tau$.

We are primarily interested in the reflected and the transmitted distributions $\psi\left(0, \mu_{0} \rightarrow 0,-\mu ; \tau\right)$ and $\psi\left(0, \mu_{0} \rightarrow \tau, \mu ; \tau\right), \mu>0$. From the reciprocity theorem for one-speed theory ${ }^{3.12}$ it follows that these distributions satisfy the relations

$$
\begin{array}{r}
\mu \psi\left(0, \mu_{0} \rightarrow 0,-\mu ; \tau\right)=\mu_{0} \psi\left(0, \mu \rightarrow 0,-\mu_{0} ; \tau\right), \\
\mu \psi\left(0, \mu_{0} \rightarrow \tau, \mu ; \tau\right)=\mu_{0} \psi\left(0, \mu \rightarrow \tau, \mu_{0} ; \tau\right), \\
\mu_{0}>0, \quad \mu>0 . \tag{12}
\end{array}
$$

In view of these relations, it is convenient to introduce so-called Ambarzumian-Chandrasekhar's $S$ and $T$ functions, defined as ${ }^{1}$

$$
\begin{equation*}
(1 / 2 \mu) S\left(\tau ; \mu_{0}, \mu\right)=\psi\left(0, \mu_{0} \rightarrow 0,-\mu ; \tau\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{align*}
(1 / 2 \mu) T\left(\tau ; \mu_{0}, \mu\right)+\delta\left(\mu_{0}\right. & -\mu) e^{-\tau / \mu_{0}} \\
& =\psi\left(0, \mu_{0} \rightarrow \tau, \mu ; \tau\right) \tag{14}
\end{align*}
$$

Both functions are symmetric:

$$
\begin{align*}
& S\left(\tau ; \mu_{0}, \mu\right)=S\left(\tau ; \mu, \mu_{0}\right),  \tag{15}\\
& T\left(\tau ; \mu_{0}, \mu\right)=T\left(\tau ; \mu, \mu_{0}\right) . \tag{16}
\end{align*}
$$

The reflected and transmitted distributions of an albedo problem $\psi(0,-\mu ; \tau)$ and $\psi(\tau, \mu ; \tau), \mu>0$, for a given incident distribution $\psi(0, \mu ; \tau), \mu>0$, can be then expressed as

$$
\begin{align*}
\psi(0,-\mu ; \tau)= & \frac{1}{2 \mu} \int_{0}^{1} S\left(\tau ; \mu^{\prime}, \mu\right) \psi\left(0, \mu^{\prime} ; \tau\right) d \mu^{\prime},  \tag{17}\\
\psi(\tau, \mu ; \tau)= & \psi(0, \mu ; \tau) e^{-\tau / \mu} \\
& +\frac{1}{2 \mu} \int_{0}^{1} T\left(\tau ; \mu^{\prime}, \mu\right) \psi\left(0, \mu^{\prime} ; \tau\right) d \mu^{\prime}, \\
\mu & >0 . \tag{18}
\end{align*}
$$

We now derive a system of singular integral

[^35]equations for $S$ and $T$ by using the intuitive invariantimbedding arguments. ${ }^{13.14}$

Let us take any exponentially decreasing infinitemedium eigenfunction

$$
\begin{equation*}
\phi(v, \mu) e^{-x / v}, \quad v \in(0,1), \quad v=\nu_{0} \tag{19}
\end{equation*}
$$

The function $\phi(\nu, \mu) e^{-x / v}$ describes a distribution of neutrons for the infinite medium. At $x=0$, the angular density $\phi(\nu,-\mu), \mu>0$, can be thought of as resulting from the reflection of the "incident" distribution $\phi(\nu, \mu), \mu>0$, on the slab of thickness $\tau$, and from the transmission of the "incident" distribution $\phi(\nu,-\mu) e^{-\tau / v}, \mu>0$, at $x=\tau$, through the same slab. Therefore, in view of Eqs. (17) and (18), we have

$$
\begin{align*}
& {\left[1-e^{-\tau(1 / v+1 / \mu)}\right] \phi(\nu,-\mu)} \\
& \qquad=\frac{1}{2 \mu} \int_{0}^{1} S\left(\tau ; \mu^{\prime}, \mu\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime} \\
& \quad+\frac{e^{-\tau / \nu}}{2 \mu} \int_{0}^{1} T\left(\tau ; \mu^{\prime}, \mu\right) \phi\left(\nu,-\mu^{\prime}\right) d \mu^{\prime}, \\
&  \tag{20}\\
& \quad \mu>0, \quad \nu \in(0,1), \quad \nu=\nu_{0} .
\end{align*}
$$

Similarly, by taking any exponentially increasing eigenfunction

$$
\begin{equation*}
\phi(-v, \mu) e^{x / v}, \quad \nu \in(0,1), \quad v=v_{0} \tag{21}
\end{equation*}
$$

and reasoning as before, we get

$$
\begin{align*}
&\left(e^{-\tau / v}-e^{-\tau / \mu}\right) \phi(\nu, \mu) \\
&= \frac{e^{-\tau / v}}{2 \mu} \int_{0}^{1} S\left(\tau ; \mu^{\prime}, \mu\right) \phi\left(-v, \mu^{\prime}\right) d \mu^{\prime} \\
&+\frac{1}{2 \mu} \int_{0}^{1} T\left(\tau ; \mu^{\prime}, \mu\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime} \\
& \mu>0, \quad v \in(0,1), \quad \nu=\nu_{0} \tag{22}
\end{align*}
$$

For $\nu \in(0,1)$, the above equations constitute a system of singular integral equations for $S$ and $T$, while for $\nu=\nu_{0}$ we obtain two conditions which must be satisfied by $S$ and $T$.

Because Eqs. (20) and (22) are the basis for our further discussion, we now rederive them rigorously, without appealing to the above intuitive invariantimbedding arguments. Actually, the rigorous derivation is even simpler than the intuitive one given above.
To see this, let us define an albedo problem by the following boundary conditions:

$$
\begin{gather*}
\psi(0, \mu ; \tau)=\phi(v, \mu) \\
\psi(\tau,-\mu ; \tau)=\phi(\nu,-\mu) e^{-\tau / v} \\
\mu>0, \quad \nu \in(0,1), \quad \nu=\nu_{0}, \quad 0 \leq x \leq \tau \tag{23}
\end{gather*}
$$

[^36]It can be easily verified by inspection that the unique solution of this particular problem is simply

$$
\begin{equation*}
\psi(x, \mu ; \tau)=\phi(\nu, \mu) e^{-x / v} \tag{24}
\end{equation*}
$$

(because it is a solution of the transport equation and obeys the boundary conditions).

By applying Eqs. (17) and (18) to this solution, we get Eqs. (20) and (21). This represents a rigorous derivation of Eqs. (20) and (21). The same system of singular integral equations, including anisotropic scattering, was already derived by Sobolev ${ }^{9}$ and Mullikin. ${ }^{11}$ However, our derivation of these equations is much simpler than that of Sobolev and Mullikin; furthermore, it is evident how the described technique could be applied to any geometry and scattering model, once the complete set of infinite medium eigenfunctions is known. (Even if the set is not complete, we obtain in this way some information on the surface distribution. However, the resulting equations are not uniquely soluble.)

It is interesting to compare the present approach with the approach recently developed by Case, ${ }^{15}$ where the infinite-medium Green's function is used as a starting point. In both cases, first the integral equations for the surface distributions are derived. However, the corresponding equations are different, though equivalent, and the kernels of Eqs. (20) and (21), yielded by the present method, are somewhat simpler.

The functions $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$ can be expressed in terms of Ambarzumian-Chandrasekhar's $X(\mu)$ and $Y(\mu)$ functions of a single variable, with $\tau$ as a parameter, which are more suitable for numerical computations than $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$.

Let us integrate Eqs. (20) and (22) over $\mu$ from 0 to 1. Defining new $X(\mu)$ and $Y(\mu)$ functions as

$$
\begin{align*}
& X(\mu)=1+\frac{1}{2} \int_{0}^{1} S\left(\tau ; \mu^{\prime}, \mu\right) \frac{d \mu^{\prime}}{\mu^{\prime}}  \tag{25}\\
& Y(\mu)=e^{-\tau / \mu}+\frac{1}{2} \int_{0}^{1} T\left(\tau ; \mu^{\prime}, \mu\right) \frac{d \mu^{\prime}}{\mu^{\prime}} \tag{26}
\end{align*}
$$

and using the normalization condition (2d), we get a system of equations for $X(\mu)$ and $Y(\mu)$ :

$$
\begin{align*}
& 1=\int_{0}^{1} X\left(\mu^{\prime}\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime}+e^{-\tau / v} \int_{0}^{1} Y\left(\mu^{\prime}\right) \phi\left(v,-\mu^{\prime}\right) d \mu^{\prime} \\
& 1=\int_{0}^{1} X\left(\mu^{\prime}\right) \phi\left(\nu,-\mu^{\prime}\right) d \mu^{\prime}+e^{\tau / v} \int_{0}^{1} Y\left(\mu^{\prime}\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime} \\
& \nu \in(0,1), \quad v=v_{0} . \tag{28}
\end{align*}
$$

[^37]By introducing new functions $Z(\mu)$ and $W(\mu)$ as

$$
\begin{align*}
Z(\mu) & =X(\mu)+Y(\mu)  \tag{29}\\
W(\mu) & =X(\mu)-Y(\mu) \tag{30}
\end{align*}
$$

we obtain for these functions two uncoupled equations

$$
\begin{align*}
1+e^{-\tau / v}= & \int_{0}^{1} Z\left(\mu^{\prime}\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime} \\
& \quad+e^{-\tau / v} \int_{0}^{1} Z\left(\mu^{\prime}\right) \phi\left(\nu,-\mu^{\prime}\right) d \mu^{\prime},  \tag{31}\\
1-e^{-\tau / v}= & \int_{0}^{1} W\left(\mu^{\prime}\right) \phi\left(\nu, \mu^{\prime}\right) d \mu^{\prime} \\
& \quad-e^{-\tau / v} \int_{0}^{1} W\left(\mu^{\prime}\right) \phi\left(\nu,-\mu^{\prime}\right) d \mu^{\prime}, \\
& v \in(0,1), \quad v=\nu_{0} . \tag{32}
\end{align*}
$$

Singular integral equations, such as Eq. (31) or Eq. (32), with the condition for $v=v_{0}$ included, are equivalent to certain Fredholm integral equations. ${ }^{16}$ These Fredholm integral equations were studied in detail by Leonard and Mullikin ${ }^{17}$ and they derived conditions which guarantee the existence and uniqueness of the solution. In our case of isotropic scattering, these conditions are satisfied for all subcritical $c$ and certainly for $c<1$. Therefore, also Eqs. (31) and (32), Eqs. (27) and (28), and Eqs. (20) and (22) are uniquely soluble.

What remains to be done is to express $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$ in terms of $X(\mu)$ and $Y(\mu)$. In deriving these relations, we obtain for $X(\mu)$ and $Y(\mu)$ a system of nonlinear integral equations which are convenient for numerical computations.

We introduce two new functions $R\left(\tau ; \mu_{0}, \mu\right)$ and $U\left(\tau ; \mu_{0}, \mu\right)$ as

$$
\begin{align*}
& \left(\frac{1}{\mu_{0}}+\frac{1}{\mu}\right) S\left(\tau ; \mu_{0}, \mu\right)=c R\left(\tau ; \mu_{0}, \mu\right)  \tag{33}\\
& \left(\frac{1}{\mu_{0}}-\frac{1}{\mu}\right) T\left(\tau ; \mu_{0}, \mu\right)=c U\left(\tau ; \mu_{0}, \mu\right) \tag{34}
\end{align*}
$$

and we substitute them for $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$ in Eqs. (20) and (22). By using the explicit form of eigenfunctions (2b) and (2c) for $v \in(0,1)$ and $v=\nu_{0}$, we get, after a partial-fraction analysis and taking into

[^38]account Eqs. (25) and (26), the following four equations:
\[

$$
\begin{align*}
& X(\mu)-e^{-\tau / v} Y(\mu) \\
& =\lambda(\nu) R(\tau ; \nu, \mu)+\frac{c v}{2} P \int_{0}^{1} \frac{R\left(\tau ; \mu^{\prime}, \mu\right)}{\nu-\mu^{\prime}} d \mu^{\prime} \\
& -\frac{c v}{2} \int_{0}^{1} \frac{U\left(\tau ; \mu^{\prime}, \mu\right)}{\nu+\mu^{\prime}} d \mu^{\prime} e^{-\tau / v},  \tag{35}\\
& e^{-7 / P} X(\mu)-Y(\mu) \\
& =-\lambda(\nu) U(\tau ; \nu, \mu)-\frac{c \nu}{2} P \int_{0}^{1} \frac{U\left(\tau ; \mu^{\prime}, \mu\right)}{v-\mu^{\prime}} d \mu^{\prime} \\
& -\frac{c y}{2} e^{-\tau / v} \int_{0}^{1} \frac{R\left(\tau ; \mu^{\prime}, \mu\right)}{v+\mu^{\prime}} d \mu^{\prime},  \tag{36}\\
& X(\mu)-e^{-\tau / v_{0}} Y(\mu) \\
& =\frac{c v_{0}}{2} \int_{0}^{1} \frac{R\left(\tau ; \mu^{\prime}, \mu\right)}{\nu_{0}-\mu^{\prime}} d \mu^{\prime} \\
& -\frac{c v_{0}}{2} \int_{0}^{1} \frac{U\left(\tau ; \mu^{\prime}, \mu\right)}{\nu_{0}+\mu^{\prime}} d \mu^{\prime} e^{-\tau / \nu_{0}},  \tag{37}\\
& e^{-\tau / v_{0}} X(\mu)-Y(\mu) \\
& =-\frac{c v_{0}}{2} \int_{0}^{1} \frac{U\left(\tau ; \mu^{\prime}, \mu\right)}{\nu-\mu^{\prime}} d \mu^{\prime} \\
& -\frac{c v_{0}}{2} e^{-\tau / v_{0}} \int_{0}^{1} \frac{R\left(\tau ; \mu^{\prime}, \mu\right)}{v+\mu^{\prime}} d \mu^{\prime} . \tag{38}
\end{align*}
$$
\]

Now, if we first multiply Eq. (27) by $X(\mu)$ and subtract Eq. (28) multiplied by $Y(\mu)$, then multiply Eq. (27) by $Y(\mu)$ and subtract Eq. (28) multiplied by $X(\mu)$, we get equations identical to Eqs. (35) to (38), except that

$$
\begin{gather*}
R\left(\tau ; \mu_{0}, \mu\right) \rightarrow X(\mu) X\left(\mu_{0}\right)-Y(\mu) Y\left(\mu_{0}\right),  \tag{39}\\
U\left(\tau ; \mu_{0}, \mu\right) \rightarrow Y(\mu) X\left(\mu_{0}\right)-Y\left(\mu_{0}\right) X(\mu) . \tag{40}
\end{gather*}
$$

Thus, the above bilinear expressions are solutions of Eqs. (35)-(38). These solutions are also unique, because Eqs. (35)-(38) uniquely determine $R\left(\tau ; \mu_{0}, \mu\right)$ and $U\left(\tau ; \mu_{0}, \mu\right)$.

By expressing $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$ in Eqs. (25) and (26) in terms of $X(\mu)$ and $Y(\mu)$ [via Eqs. (39), (40), (33), and (34)], we get a system of nonlinear integral equations for $X(\mu)$ and $Y(\mu)$,

$$
\begin{align*}
& X(\mu)=1+\frac{c \mu}{2} \int_{0}^{1} \frac{X(\mu) X\left(\mu^{\prime}\right)-Y(\mu) Y\left(\mu^{\prime}\right)}{\mu+\mu^{\prime}} d \mu^{\prime},  \tag{41}\\
& Y(\mu)=e^{-\tau / \mu}+\frac{c \mu}{2} \int_{0}^{1} \frac{Y(\mu) X\left(\mu^{\prime}\right)-X(\mu) Y\left(\mu^{\prime}\right)}{\mu-\mu^{\prime}} d \mu^{\prime}, \tag{42}
\end{align*}
$$

with the conditions, which must be satisfied by $X(\mu)$
and $Y(\mu)$,
$1=\frac{c v_{0}}{2} \int_{0}^{1} \frac{X\left(\mu^{\prime}\right)}{\nu_{0}-\mu^{\prime}} d \mu^{\prime}+\frac{c v_{0}}{2} e^{-\tau / v_{0}} \int_{0}^{1} \frac{Y\left(\mu^{\prime}\right)}{\nu_{0}+\mu^{\prime}} d \mu^{\prime}$,
$1=\frac{c v_{0}}{2} \int_{0}^{1} \frac{X\left(\mu^{\prime}\right)}{v_{0}+\mu^{\prime}} d \mu^{\prime}+\frac{c v_{0}}{2} e^{\tau / v_{0}} \int_{0}^{1} \frac{Y\left(\mu^{\prime}\right)}{\nu_{0}-\mu^{\prime}} d \mu^{\prime}$,
following from Eqs. (27) and (28) for $\boldsymbol{\nu}=\nu_{0}$.
Let us now also show that the system of nonlinear integral equations (41) and (42), together with the conditions (43) and (44), uniquely determine $X(\mu)$ and $Y(\mu)$.

First, we note that $X(\mu)$ and $Y(\mu)$ can be analytically continued outside the interval ( 0,1 ), by using Eqs. (41) and (42). It can be easily verified ${ }^{10}$ that if $X(\mu)$ and $Y(\mu)$ satisfy Eqs. (41) and (42), but not necessarily (43) and (44), they also satisfy the integral equations

$$
\begin{align*}
& \begin{array}{l}
\Lambda(z) X(z)=1-\frac{c z}{2} \int_{0}^{1} \frac{X(\mu)}{z-\mu} d \mu \\
\quad-\frac{z c}{2} e^{-\tau / z} \int_{0}^{1} \frac{Y(\mu)}{z+\mu} d \mu, \\
\Lambda(z) Y(z)=e^{-\tau / z}\left[1-\frac{c z}{2} \int_{0}^{1} \frac{X(\mu)}{z+\mu} d \mu\right] \\
\\
\quad-\frac{z c}{2} \int_{0}^{1} \frac{Y(\mu)}{z-\mu} d \mu, \quad z \notin(-1,1) .
\end{array}
\end{align*}
$$

By applying the Plemelj formula ${ }^{16}$ to the above equations for $z \in(0,1)$, we get the singular integral equations (27) and (28). Since these singular integral equations, together with the conditions (43) and (44), uniquely determine $X(\mu)$ and $Y(\mu)$, the same is true for the nonlinear integral equations (41) and (42) combined with the conditions (43) and (44).

We can now easily prove that $X(z)$ and $Y(z)$ are analytic functions in the whole complex plane, except at $z=0$, where they have an essential singularity.

Since $\Lambda(z)=\Lambda(-z)$, we see at once from Eqs. (45) and (46) that $X(z)$ and $Y(z)$ satisfy the relation ${ }^{10}$

$$
\begin{equation*}
Y(z)=e^{-\tau / z} X(-z), \tag{47}
\end{equation*}
$$

which is valid in the whole complex plane. In view of Eqs. (41), (42), (45), (46), and the conditions (43) and (44), the $X(z)$ and $Y(z)$ could be singular only for $z=-v_{0}$ and $z \in(-1,0)$. However, since $X(z)$ and $Y(z)$ are analytic for $z=v_{0}$ and $z \in(0,1), z=0$ excluded, the same is true also for $z=-v_{0}$ and $z \in(-1,0)$, because of Eq. (47), while it follows from Eqs. (41) and (42) that, for $z=0$, the functions $X(z)$ and $Y(z)$ have an essential singularity.

## B. Green's Function for a Slab

We now show how other slab problems can be solved with the help of the solution for the albedo problem. Evidently, what we need is the solution of the Green's function problem, defined by the nonhomogeneous transport equation

$$
\left.\begin{array}{rl}
\left(\mu \frac{\partial}{\partial x}+1\right.
\end{array}\right) G\left(x_{0}, \mu_{0} \rightarrow x, \mu ; \tau\right), \quad \begin{aligned}
& \frac{c}{2} \int_{-1}^{1} G\left(x_{0}, \mu_{0} \rightarrow x, \mu^{\prime} ; \tau\right) d \mu^{\prime} \\
& +\delta\left(\mu_{0}-\mu\right) \delta\left(x_{0}-x\right), \quad 0<x_{0}<\tau
\end{aligned}
$$

with boundary conditions

$$
\begin{align*}
G\left(x_{0}, \mu_{0} \rightarrow 0, \mu ; \tau\right) & =0, \quad \mu>0 \\
G\left(x_{0}, \mu_{0} \rightarrow \tau,-\mu ; \tau\right) & =0, \quad \mu>0 \tag{49}
\end{align*}
$$

In order to determine the emergent distributions $G\left(x_{0}, \mu_{0} \rightarrow 0,-\mu ; \tau\right)$ and $G\left(x_{0}, \mu_{0} \rightarrow \tau, \mu ; \tau\right), \mu>0$, we need the infinite-medium Green's function $G\left(x_{0}, \mu_{0} \rightarrow x, \mu ; \infty\right)$ which satisfies Eq. (48). This function can be solved in terms of Case's eigenfunctions ${ }^{3.6}$ and is, therefore, considered as known.

Let us seek the solution of our problem in the form

$$
\begin{align*}
G\left(x_{0}, \mu_{0}\right. & \rightarrow x, \mu ; \tau) \\
& =G\left(x_{0}, \mu_{0} \rightarrow x, \mu ; \infty\right)+\psi(x, \mu ; \tau) \tag{50}
\end{align*}
$$

By substituting Eq. (50) into Eqs. (48) and (49), it follows that the unknown function $\psi(x, \mu ; \tau)$ must satisfy the homogeneous transport equation (1) and the boundary conditions

$$
\begin{align*}
\psi(0, \mu ; \tau) & =-G\left(x_{0}, \mu_{0} \rightarrow 0, \mu ; \infty\right), \quad \mu>0 \\
\psi(\tau,-\mu, \tau) & =-G\left(x_{0}, \mu_{0} \rightarrow \tau,-\mu ; \infty\right), \quad \mu>0 \tag{51}
\end{align*}
$$

In this way, the Green's function problem for a slab is reduced to determining the infinite-medium Green's function and to solving two albedo problems discussed in the previous section.

## C. Distribution Inside a Slab

Once the surface distributions for a slab problem are known, the inside distribution can be determined by using the full-range completeness and orthogonality relations of Case's eigenfunctions. In view of the results of the previous section, it is sufficient to show how the albedo problem, defined by Eqs. (1) and (9), can be solved completely in terms of the function $S\left(\tau ; \mu_{0}, \mu\right)$ or $T\left(\tau ; \mu_{0}, \mu\right)$ and Case's eigenfunctions.

We start with the eigenfunction expansion given by Eq. (10). By using the full-range orthogonality
relations of Case's eigenfunctions (7a), (7b), and (6), we can determine the expansion coefficients with the help of the function $S\left(\tau ; \mu_{0}, \mu\right)$, for instance, by setting $x=0$ in Eq. (10). In this way we get

$$
\begin{array}{r}
N(\nu) A(v)=\mu_{0} \phi\left(\nu, \mu_{0}\right)-\frac{1}{2} \int_{0}^{1} S\left(\tau ; \mu_{0}, \mu\right) \phi(v,-\mu) d \mu \\
\nu \tag{52}
\end{array}
$$

On the other hand, by using the function $T\left(\tau ; \mu_{0}, \mu\right)$ and setting $x=\tau$ in Eq. (10), we obtain

$$
\begin{align*}
N(v) A(v)= & \mu_{0} \phi\left(\nu, \mu_{0}\right) e^{\tau\left(1 / v-1 / \mu_{0}\right)} \\
& +\frac{1}{2} e^{\tau / v} \int_{0}^{1} T\left(\tau ; \mu_{0}, \mu\right) \phi(\nu, \mu) d \mu \\
& \nu \in(-1,1), \quad v= \pm v_{0} \tag{53}
\end{align*}
$$

By using Eqs. (20) and (22), satisfied by $S\left(\tau ; \mu_{0}, \mu\right)$ and $T\left(\tau ; \mu_{0}, \mu\right)$, it can be easily verified that the rhs of Eqs. (52) and (53) are indeed identical.

## IV. HALF-SPACE PROBLEMS

We now briefly discuss half-space problems and show how they can be solved exactly in closed form.

The equations for the half-space problems can be formally obtained from the slab equations of the previous section by limiting $\tau$ to infinity and writing

$$
\begin{align*}
\lim S\left(\tau ; \mu_{0}, \mu\right) & =S\left(\mu_{0}, \mu\right)  \tag{54}\\
\lim X(\mu) & =H(\mu)  \tag{55}\\
\lim T\left(\tau ; \mu_{0}, \mu\right) & =0  \tag{56}\\
\lim Y(\mu) & =0 \tag{57}
\end{align*}
$$

(We assume, of course, that $c<1$.) The resulting half-space equations are much simpler than the equations of the previous section. In fact, it will be shown that a closed-form solution for $H(\mu)$ can be obtained. Once $H(\mu)$ is known, all other half-space problems can be solved exactly in terms of $H(\mu)$ and Case's eigenfunctions.

To show that, let us consider the explicit form of the singular integral equation for the function $H(\mu)$ :

$$
\begin{equation*}
\lambda(v) H(v)=1-\frac{c v}{2} P \int_{0}^{1} \frac{H(\mu)}{v-\mu} d \mu \tag{58}
\end{equation*}
$$

together with the condition

$$
\begin{equation*}
0=1-\frac{c v_{0}}{2} \int_{0}^{1} \frac{H(\mu)}{v_{0}-\mu} d \mu \tag{59}
\end{equation*}
$$

resulting from Eq. (27) of the previous section by letting $\tau$ approach infinity.

We assume that a solution of Eq. (58) exists and that it satisfies a Hölder condition ${ }^{16}$ for $\mu \in(0,1)$ and
the condition (59). Guided by the form of the singular integral equation (58), we define an analytic function $F(z)$ in the complex plane cut from -1 to 1 as

$$
\begin{equation*}
\Lambda(z) F(z)=1+\frac{c z}{2} \int_{0}^{1} \frac{H(\mu)}{\mu-z} d \mu . \tag{60}
\end{equation*}
$$

Since $\Lambda(z)$ is analytic in the whole cut plane, with $\Lambda(z) \neq 0$, except for $z= \pm \nu_{0}$, the same is true also for $F(z)$, in view of our assumption on $H(\mu)$ for $\mu \in(0,1) \cdot{ }^{16}$ For $z= \pm \nu_{0}, \Lambda(z)$ has simple zeros, so $F(z)$ may have simple poles there. However, it follows from Eq. (59) that $F(z)$ is analytic also for $z=\nu_{0}$.

By applying the Plemelj formula ${ }^{16}$ to Eq. (60), and taking into account Eqs. (58) and (4), it follows that

$$
\begin{equation*}
F^{+}(x)=F^{-}(x)=H(x), \quad x \in(0,1) \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{+}(x) \Lambda^{+}(x)=F^{-}(x) \Lambda^{-}(x), \quad x \in(-1,0) . \tag{62}
\end{equation*}
$$

We see from Eq. (61) that $F(z)$ is the analytic continuation of $H(\mu), \mu \in(0,1)$. Therefore,

$$
\begin{equation*}
H(z)=F(z) \tag{63}
\end{equation*}
$$

and $H(z)$ is analytic in whole complex plane, cut from -1 to 0 , except for $z=-v_{0}$, where it may have a simple pole.

Let us now consider the product $H(z) H(-z) \Lambda(z)$. This is an even function of $z$, analytic in the whole complex plane cut from -1 to 1 , since $H(z)$ has at most a simple pole for $z=-v_{0}$. Moreover, this product is, in view of Eq. (60), also continuous across the cut $(-1,1)$, with $H^{2}(0) \Lambda(0)=1$, as follows from Eqs. (58) and (3). Hence $H(z) H(-z) \Lambda(z)$ is analytic in the whole complex plane and we have

$$
\begin{equation*}
H(z) H(-z) \Lambda(z)=1 \tag{64}
\end{equation*}
$$

Two important results follow at once from the above relation. First, we see that $H(z)$ has indeed a simple pole for $z=-\nu_{0}$. Second, by combining Eqs. (60) and (64), we get the nonlinear integral equation for the function $H(z)$ :

$$
\begin{equation*}
H(z)\left[1+\frac{c z}{2} \int_{0}^{1} \frac{H(\mu)}{z+\mu} d \mu\right]=1, \quad z \notin(-1,0) . \tag{65}
\end{equation*}
$$

Now, we turn our attention to Eq. (62). We see that $H(z)$ is also the solution of the homogeneous Hilbert problem. ${ }^{16}$ By requiring that the solution is analytic in the whole complex plane, cut from -1 to 0 , with a simple pole at $z=-\nu_{0}$, we can solve this problem uniquely in a closed form. We obtain ${ }^{18}$

$$
\begin{equation*}
H(z)=\frac{1+z}{1+z / \nu_{0}} \exp \left[\frac{z}{2 \pi i} \int_{0}^{1} \ln \frac{\Lambda^{+}(x)}{\Lambda^{-}(x)} \frac{d x}{(z+x) x}\right] . \tag{66}
\end{equation*}
$$

[^39]In deriving the above solution we have also justified the assumptions, made in the beginning of this discussion, that a solution of Eq. (58) exists and satisfies a Hölder condition for $\mu \in(0,1)$.
It is obvious now, from the results of the previous section, how to express the emergent distribution for the albedo problem in terms of the function $H(\mu)$ and how to determine the emergent distribution for the half-space Green's function problem.
However, there is the so-called Milne problem, characteristic for the half-space, which should be mentioned. It turns out that for the half-space the homogeneous transport equation (1) has solutions even for a zero incident distribution, if we drop the condition that solutions are bounded at infinity. We may say that in this case we have sources at infinity.
The Milne problems [whose solution is defined as $\psi(x, \mu ; \nu)]$ are conveniently defined by the homogeneous transport equation (1) and the boundary conditions

$$
\begin{align*}
& \psi(0, \mu ; v)=0, \quad \mu>0 \\
& \psi(x, \mu ; v) \rightarrow \phi(-v, \mu) e^{x / v} \\
& \quad x \rightarrow \infty, \quad v \in(0,1), \quad v=\nu_{0} \tag{67}
\end{align*}
$$

We want to determine the emergent distribution $\psi(0,-\mu ; \nu), \mu>0$. To do that, let us define the following "albedo" problem:

$$
\begin{align*}
\psi(0, \mu) & =\phi(-v, \mu), \quad \mu>0 \\
\psi(x, \mu) & \rightarrow \phi(-v, \mu) e^{x / \nu} \\
x & \rightarrow \infty, \quad \nu \in(0,1), \quad \nu=v_{0} . \tag{68}
\end{align*}
$$

Obviously, the solution of this problem is

$$
\begin{equation*}
\psi(x, \mu)=\phi(-v, \mu) e^{x / \nu}, \quad \mu \in(-1,1) . \tag{69}
\end{equation*}
$$

Let us decompose the solution $\psi(x, \mu)$ into two parts:

$$
\begin{equation*}
\psi(x, \mu)=\psi_{1}(x, \mu)+\psi_{2}(x, \mu) \tag{70}
\end{equation*}
$$

where

$$
\begin{gather*}
\psi_{1}(0, \mu)=0, \quad \mu>0 \\
\psi_{1}(x, \mu) \rightarrow \phi(-v, \mu) e^{x / v}, \quad x \rightarrow \infty, \tag{71}
\end{gather*}
$$

and

$$
\begin{gather*}
\psi_{2}(0, \mu)=\phi(-v, \mu), \quad \mu>0 \\
\psi_{2}(x, \mu) \rightarrow 0, \quad x \rightarrow \infty \tag{72}
\end{gather*}
$$

with $\psi_{1}(x, \mu)$ and $\psi_{2}(x, \mu)$ satisfying the transport equation (1). Evidently, $\psi_{1}(x, \mu)$ is just the solution of our Milne problem, while $\psi_{2}(x, \mu)$ is the solution of a "proper" albedo problem with $\psi_{2}(\infty, \mu)=0$.

Therefore, we may apply Eq. (17), with $\tau=\infty$, to $\psi_{2}(0, \mu)$. In this way we get

$$
\begin{align*}
\psi_{2}(0,-\mu) & =\phi(\nu, \mu)-\psi(0,-\mu ; v) \\
& =\frac{1}{2 \mu} \int_{0}^{1} S\left(\mu^{\prime}, \mu\right) \psi_{2}\left(0, \mu^{\prime}\right) d \mu^{\prime}, \quad \mu>0, \tag{73}
\end{align*}
$$

or, in view of Eq. (72),

$$
\begin{array}{r}
\psi(0,-\mu ; \nu)=\phi(\nu, \mu)-\frac{1}{2 \mu} \int_{0}^{1} S\left(\mu^{\prime}, \mu\right) \phi\left(-\nu, \mu^{\prime}\right) d \mu^{\prime}, \\
\mu>0, \quad \nu \in(0,1), \quad \nu=\nu_{0} . \tag{74}
\end{array}
$$

Now, we express the function $S\left(\mu^{\prime}, \mu\right)$ in Eq. (74) in terms in the function $H(\mu)$ by using Eqs. (33) and (39). By taking into account Eqs. (2c), (2d), and (65), it follows that $\psi(0,-\mu ; \nu)$ can be expressed in terms of the function $H(z)$ as

$$
\begin{align*}
\dot{\psi}(0,-\mu ; v)= & \frac{c}{2} P \frac{v}{v-\mu} \frac{H(\mu)}{H(v)}+\lambda(v) \delta(v-\mu) \\
& \mu>0, \quad v \in(0,1), \quad v=\nu_{0} \tag{75}
\end{align*}
$$

Of course, the only physically meaningful solution is that for $\nu=\nu_{0}$. However, the other solutions are useful for constructing the half-space solutions inside the medium.

Once the surface distribution for any particular half-space problem is known, the complete solution can be obtained by using the full-range orthogonality relations (6), (7a), and (7b).

For instance, let us construct the complete solution of the albedo problem. This solution, denoted as $\psi\left(0, \mu_{0} \rightarrow x, \mu\right)$, satisfies the transport equation (1) and the boundary conditions

$$
\begin{align*}
& \psi\left(0, \mu_{0} \rightarrow 0, \mu\right)=\delta\left(\mu_{0}-\mu\right), \quad \mu>0 \\
& \psi\left(0, \mu_{0} \rightarrow x, \mu\right) \rightarrow 0, \quad x \rightarrow \infty \tag{76}
\end{align*}
$$

The emergent distribution $\psi\left(0, \mu_{0} \rightarrow 0,-\mu\right), \mu>0$, can be expressed in terms of the function $S\left(\mu_{0}, \mu\right)$, in view of Eq. (13), as

$$
\begin{equation*}
\psi\left(0, \mu_{0} \rightarrow 0,-\mu\right)=(1 / 2 \mu) S\left(\mu_{0}, \mu\right) \tag{77}
\end{equation*}
$$

Because of the condition (76) at infinity, we expand $\psi\left(0, \mu_{0} \rightarrow x, \mu\right)$ only in terms of the exponentially decreasing eigenfunctions

$$
\begin{align*}
& \psi\left(0, \mu_{0} \rightarrow x, \mu\right)=A\left(\nu_{0}\right) \phi\left(\nu_{0}, \mu\right) e^{-x / v_{0}} \\
&+\int_{0}^{1} A(v) \phi(\nu, \mu) e^{-x / v} d v . \tag{78}
\end{align*}
$$

By setting $x=0$ and expressing $\psi\left(0, \mu_{0} \rightarrow 0,-\mu\right)$ using Eq. (77), we determine the exparsion coefficients
as has been explained. Taking into account Eq. (74), we finally get

$$
\begin{array}{r}
\frac{1}{\mu_{0}} \psi\left(0, \mu_{0} \rightarrow x, \mu\right)=\frac{\psi\left(0,-\mu_{0} ; v_{0}\right)}{N\left(\nu_{0}\right)} \phi\left(\nu_{0}, \mu\right) e^{-x / v_{0}} \\
+\int_{0}^{1} \frac{\psi\left(0,-\mu_{0} ; \nu\right)}{N(v)} \phi(\nu, \mu) e^{-x / v} d v, \tag{79}
\end{array}
$$

and this represents the complete solution of the halfspace albedo problem.

## V. CONCLUSION

The method presented in this paper is based on the ideas introduced into transport theory by Ambarzumian, Chandrasekhar, and Case. First, the solution for the surface distributions is sought. (In a number of applications this is all that is required.) By using the infinite-medium eigenfunctions, a system of singular integral equations together with the uniqueness conditions is derived for the surface distributions in a simple and straightforward way. This system is the basis of the whole theory.

One could stop there and determine the surface distributions by solving numerically the system of singular integral equations combined with the uniqueness conditions. Or, this system can be reduced to certain uncoupled Fredholm integral equations which can be then used for numerical computations. Finally, the surface distributions can be also computed by using the nonlinear integral equations. It is evident that the question of how to compute the surface distributions is the most important one, since once these are known, the complete solution can be found by quadrature.

As far as we know, the system of singular integral equations (27) and (28) ( $v=\nu_{0}$ included) has not been used to compute $X(\mu)$ and $Y(\mu)$. For numerical computations, this system can be rearranged so that the principle-value integrals disappear. Then it could be solved approximately, for instance, by reducing it to a system of linear algebraic equations.

The other possibility, to solve numerically the above mentioned Fredholm integral equations, was considered by Leonard and Mullikin. ${ }^{17}$ They showed that these Fredholm integral equations converge rapidly under iteration for all $c$ and $\tau$. Unfortunately, the kernels of these equations are not simple functions and to compute them requires quite a lot of work.

So, it seems that the simplest way to obtain numerical values for the surface distributions is the straightforward iteration of the nonlinear integral equations
(41) and (42). This was done successfully by Chandrasekhar and others. ${ }^{1,19}$ Since the system (41) and (42) is not uniquely soluble, the conditions (43) and (44) should be used as a check. At the same time, this would give an estimate of the accuracy of the iterations.

[^40]
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## 1. INTRODUCTION

Chiral-invariant Lagrangians are currently used as a practical tool to study the implications of current algebra. ${ }^{1,2}$ The Lagrangians are to be constructed as functionals of fields, which have definite transformation properties under the chiral group $S U(2) \otimes S U(2)$. Because there does not exist a three-dimensional linear representation of the group, it has been suggested ${ }^{3,4}$ that the pion field transforms according to the three-dimensional nonlinear realization. This implies that chiral symmetry is a pure interaction symmetry not shared by the asymptotic fields.

A systematic development of the nonlinear realizations can depart from different points of view. While the transformation laws are nonlinear, the transformations are still implemented by unitary operators in quantum theory. Weinberg has studied the most general form for the commutators of generators and fields. ${ }^{5}$ On the other hand, for a better understanding of the mathematical nature of nonlinear realizations, it seems worthwhile to keep the analogy to linear representations as close as possible.

[^44]A nonlinear realization is a representation of the group in a curved instead of Euclidean space. We show in Sec .2 that the chiral group is the invariance group of the metric in a three-dimensional space with constant curvature $K=1 / f^{2}$. This "fundamental" nonlinear realization is associated with the pion field. While the field components are the coordinates in the curved space, space-time derivatives are tangents and transform as contravariant vectors under coordinate transformations. The Riemannian geometry of the curved space replaces the Euclidean geometry of linear-representation spaces. Following Pauli's treatment of spinors in general relativity, ${ }^{6}$ we study in Sec. 3 spinor realizations of the chiral group in general coordinates by combined coordinate-spin space transformations. The realizations associated with vector mesons are discussed in Sec. 4.

The various nonlinear models treated in the literature ${ }^{7-12}$ result from a specific choice of general pion coordinates. This is in complete agreement with Weinberg, ${ }^{5}$ but we think that our more geometric

[^45]point of view might help towards a better understanding of nonlinear realizations and open the way for the study of other symmetry groups.

## 2. PIONS

We start with the $\sigma$ model,,$^{8,13}$ i.e., a real fourcomponent field $p^{\alpha}(x)(\alpha=0,1,2,3)$ in the ( $\frac{1}{2}, \frac{1}{2}$ ) representation of $S U(2) \otimes S U(2)$. This means that at every space-time point $x$ the components $p^{\alpha}(x)$ span a four-dimensional Euclidean space $E_{4}$ and have the transformation law

$$
\begin{equation*}
p^{\prime \alpha}=R_{\beta}^{\alpha} p^{\beta} \tag{2.1}
\end{equation*}
$$

where $R$ is an orthogonal $4 \times 4$ matrix such that

Because

$$
\begin{equation*}
R R^{\mathrm{T}}=1 ; \quad|R|=1 \tag{2.2}
\end{equation*}
$$

$$
p^{\alpha} p_{\alpha}=f^{2}=\left(p^{0}\right)^{2}+(\mathbf{p})^{2}
$$

is invariant under (2.1), the three-dimensional surface of the upper or lower half-sphere of radius $f$,

$$
\begin{align*}
p^{0} & = \pm\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}} \\
\mathbf{p} & =\boldsymbol{\pi} \tag{2.4}
\end{align*}
$$

is mapped onto itself by (2.1). Equation (2.4) gives a special parameterization of a three-dimensional curved space $V_{3}$ with constant curvature $K=1 / f^{2}$. We take the parameters $\pi^{i}(i=1,2,3)$, i.e., the coordinates in $V_{3}$, as the three components of the pion field. This is a generalization of the usual setup, where the field components are coordinates in an Euclidean space. The group $S U(2) \otimes S U(2)$ is represented in $V_{3}$ by the coordinate transformations

$$
\begin{equation*}
\pi^{i}=R_{l}^{i} \pi^{l} \pm R_{0}^{i}\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}} \tag{2.5}
\end{equation*}
$$

The representation of the isospin subgroup ( $R_{0}^{i}=0$ ) is still linear. The inner geometry of $V_{3}$ is concerned with the properties which are independent of the embedding into the space $E_{4}$. Its fundamental quantity is the metric tensor

$$
\begin{equation*}
g_{i k}(\pi)=\frac{\partial p^{\alpha}}{\partial \pi^{i}} \frac{\partial p_{\alpha}}{\partial \pi^{k}}=\delta_{i k}+\frac{\pi_{i} \pi_{k}}{f^{2}-\pi^{2}} \tag{2.6}
\end{equation*}
$$

if we use the parameterization (2.4). $g_{i k}$ is a covariant tensor with the general transformation law

$$
\begin{equation*}
g_{i k}^{\prime}\left(\pi^{\prime}\right)=g_{r s}(\pi) \frac{\partial \pi^{r}}{\partial \pi^{\prime i}} \frac{\partial \pi^{s}}{\partial \pi^{\prime k}} \tag{2.7}
\end{equation*}
$$

under coordinate transformations

$$
\begin{equation*}
\pi^{\prime i}=\pi^{i}(\pi) \tag{2.8}
\end{equation*}
$$

The contravariant tensor $g^{i k}$ is determined by

$$
\begin{equation*}
g^{i r} g_{r k}=g_{k}^{i}=\delta_{k}^{i} \tag{2.9}
\end{equation*}
$$

[^46]It can easily be checked that the transformations (2.5) leave the metric invariant

$$
\begin{equation*}
g_{i k}^{\prime}\left(\pi^{\prime}\right)=g_{i k}\left(\pi^{\prime}\right) \tag{2.10}
\end{equation*}
$$

i.e., $S U(2) \otimes S U(2)$ is the invariance group of the quadratic form
in $V_{3}$.

$$
\begin{equation*}
g_{i k}(\pi) d \pi^{i} d \pi^{k}=d s^{2} \tag{2.11}
\end{equation*}
$$

Each component of the space-time derivative $\partial_{\mu} \pi^{i}(\mu=0,1,2,3)$ is a contravariant vector with respect to coordinate transformations in $V_{3}$ with the transformation law

$$
\begin{equation*}
\partial_{\mu} \pi^{\prime i}=\frac{\partial \pi^{i}}{\partial \pi^{k}} \partial_{\mu} \pi^{k} \tag{2.12}
\end{equation*}
$$

The corresponding contravariant vector is defined by

$$
\begin{equation*}
\partial_{\mu} \pi_{i}=g_{i k} \partial_{\mu} \pi^{k} \tag{2.13}
\end{equation*}
$$

Hence, the only choice for an $[S U(2) \otimes S U(2)]$ invariant Lagrangian of second order in $\partial_{\mu} \pi^{i}$ is

$$
\begin{equation*}
L_{\pi \pi}=\frac{1}{2} g_{i k}(\pi) \partial_{\mu} \pi^{i} \partial^{\mu} \pi^{k}=\frac{1}{2} \partial_{\mu} \pi_{i} \partial^{\mu} \pi^{i} \tag{2.14}
\end{equation*}
$$

The nonlinear models treated in the literature ${ }^{7-12}$ correspond to different systems of coordinates in $V_{3}$. Weinberg ${ }^{5}$ calls this a redefinition of the pion field. With (2.6) we obtain

$$
\begin{equation*}
L_{\pi \pi}=\frac{1}{2} \partial_{\mu} \pi \partial^{\mu} \pi+\frac{1}{2} \frac{\left(\pi \cdot \partial_{\mu} \pi\right)\left(\pi \cdot \partial^{\mu} \pi\right)}{f^{2}-\pi^{2}} \tag{2.15}
\end{equation*}
$$

where $\pi$ is the isovector $\pi^{i}$. A transformation to stereographic coordinates $\bar{\pi}^{i}$,

$$
\begin{equation*}
\pi^{i}=\frac{\bar{\pi}^{i}}{1+\overline{\boldsymbol{\pi}}^{2} / 4 f^{2}} \tag{2.16}
\end{equation*}
$$

leads to

$$
\begin{equation*}
\bar{g}_{i k}(\bar{\pi})=\frac{\delta_{i k}}{1+\bar{\pi}^{2} / 4 f^{2}} \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{\pi \pi}=\frac{1}{2} \frac{\partial_{\mu} \bar{\pi} \cdot \partial^{\mu} \bar{\pi}}{1+\bar{\pi}^{2} / 4 f^{2}} \tag{2.18}
\end{equation*}
$$

which is another nonlinear model. The Lagrangians (2.15) and (2.18) are form-invariant under $S U(2) \otimes$ $S U(2)$ because of (2.10).

The covariant field equations of (2.14) read

$$
\pi^{i}+\left\{\begin{array}{c}
i  \tag{2.19}\\
m n
\end{array}\right\} \partial_{\mu} \pi^{m} \partial^{\mu} \pi^{n}=0
$$

where $\left\{\begin{array}{c}i \\ m n\end{array}\right\}$ is a Christoffel symbol of the second kind. The field equation (2.19) is a direct generalization of the flat isospin-space equation

$$
\begin{equation*}
\square \pi^{i}=0 \tag{2.20}
\end{equation*}
$$

While $\partial_{\mu} \pi^{i}$ is a contravariant vector, a second spacetime differentiation must be performed in an invariant fashion. The invariant Bianchi derivative of a vector $a^{i}$ is defined by

$$
\begin{equation*}
D_{\mu} a^{i}=a_{\| l}^{i} \partial_{\mu} \pi^{l}=\partial_{\mu} a^{i}+\binom{i}{k l} a^{k} \partial_{\mu} \pi^{l} \tag{2.21}
\end{equation*}
$$

where

$$
a_{\| l}^{i}=\frac{\partial a^{i}}{\partial \pi^{2}}+\left\{\begin{array}{c}
i  \tag{2.22}\\
k l
\end{array}\right] a^{k}
$$

is the usual covariant differentiation. If $a^{i}$ depends explicitly on $x$,

$$
\begin{equation*}
a^{i}=a^{i}(\pi(x), x) \tag{2.23}
\end{equation*}
$$

we write

$$
\begin{equation*}
D_{\mu} a^{i}=\partial_{\mu}^{\prime} a^{i}+a_{\| l}^{i} \partial_{\mu} \pi^{l}, \tag{2.24}
\end{equation*}
$$

where $\partial_{\mu}^{\prime}$ acts only on the explicitly appearing variables $x$. Then $D_{\mu} a^{i}$ transforms as a contravariant vector. Hence, we may write instead of (2.19):

$$
\begin{equation*}
D_{\mu} \partial^{\mu} \pi^{i}=D_{\mu} D^{\mu} \pi^{i}=0 \tag{2.25}
\end{equation*}
$$

if we define

$$
\begin{equation*}
D^{\mu} f=\partial^{\mu} f \tag{2.26}
\end{equation*}
$$

for a scalar $f$.

## 3. NUCLEONS

Our next task is to induce a representation of $S U(2) \otimes S U(2)$ in the two-dimensional spin space of the $I=\frac{1}{2}$ representation of the isotopic $S U(2)$. To do so, we generalize a method developed by Pauli ${ }^{6}$ for spinors in general relativity.

The two-dimensional spin space is related to the three-dimensional Euclidean space $E_{3}$ of the $I=1$ representation by the Clifford algebra

$$
\begin{equation*}
E_{3}: \quad\left[\tau_{i}, \tau_{k}\right]_{+}=2 \delta_{i k} \tag{3.1}
\end{equation*}
$$

Instead of (3.1), we consider the Clifford algebra of $V_{3}$,

$$
\begin{equation*}
V_{3}: \quad\left[\Gamma^{i}(\pi), \Gamma^{k}(\pi)\right]_{+}=2 g^{i k}(\pi), \tag{3.2}
\end{equation*}
$$

where the $\Gamma^{i}(\pi)$ are $2 \times 2$ spin matrices depending on the pion field $\pi$. We define the transformation law of the $\Gamma^{i}$ under coordinate transformations in $V_{3}$ by

$$
\begin{equation*}
\Gamma^{\prime i}\left(\pi^{\prime}\right)=\frac{\partial \pi^{\prime i}}{\partial \pi^{k}} \Gamma^{k}(\pi) \tag{3.3}
\end{equation*}
$$

Because the $S U(2) \otimes S U(2)$ transformations (2.5) leave the metric tensor unchanged, there must exist a nonsingular matrix $S$ for every transformation (2.5) so that

$$
\begin{equation*}
\Gamma^{\prime i}\left(\pi^{\prime}\right)=S^{-1} \Gamma^{i}\left(\pi^{\prime}\right) S \tag{3.4}
\end{equation*}
$$

If we define the combined coordinate-spin space transformation laws of $S U(2) \otimes S U(2)$ spinors and
the $\Gamma^{i}$ matrices by

$$
\begin{gather*}
\psi^{\prime}\left(\pi^{\prime}\right)=S \psi(\pi), \quad \psi^{+}\left(\pi^{\prime}\right)=\psi^{+}(\pi) S^{-1}, \\
\Gamma^{\prime \prime i}\left(\pi^{\prime}\right)=S \Gamma^{\prime \prime}\left(\pi^{\prime}\right) S^{-1}=\Gamma^{i}\left(\pi^{\prime}\right), \tag{3.5}
\end{gather*}
$$

bilinear quantities constructed with the $\Gamma^{i}$ transform as ordinary tensors, e.g.,

$$
\begin{equation*}
\psi^{\prime+}\left(\pi^{\prime}\right) \Gamma^{i}\left(\pi^{\prime}\right) \psi^{\prime}\left(\pi^{\prime}\right)=\psi^{+}(\pi) \Gamma^{k}(\pi) \psi(\pi) \frac{\partial \pi^{\prime i}}{\partial \pi^{k}} \tag{3.6}
\end{equation*}
$$

A representation of the Clifford algebra (3.2) can be obtained in the form

$$
\begin{equation*}
\Gamma_{i}(\pi)=h_{i m}(\pi) \tau_{m}, \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
h_{i m}(\pi) h_{k m}(\pi)=g_{i k}(\pi) \tag{3.8}
\end{equation*}
$$

It must be emphasized that only the first index of $h_{i m}$ is covariant under coordinate transformations. The conditions (3.8) do determine the coefficients $h_{i m}$ only up to an orthogonal transformation acting on the second index. We take the solution corresponding to the expansion

$$
\begin{align*}
g_{i k} & =\delta_{i k}+\varphi_{i k} \\
h_{i m} & =\left(g_{i m}\right)^{\frac{1}{2}}=\left(\delta_{i m}+\frac{1}{2} \varphi_{m}+\cdots\right) \tag{3.9}
\end{align*}
$$

In case of (2.6) we have

$$
\begin{equation*}
h_{i m}=\delta_{i m}+\frac{f-\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}}}{\pi^{2}\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}}} \pi_{i} \pi_{m} \tag{3.10}
\end{equation*}
$$

We now turn to the representation of infinitesimal $S U(2) \otimes S U(2)$ transformations in the spin space. The isotopic subgroup need not be discussed. It has the usual representation. For infinitesimal chiral transformations we may write, according to (2.5),

$$
\begin{equation*}
\pi^{\prime i}=\pi^{i}+\delta \Lambda^{i}(\pi) \tag{3.11}
\end{equation*}
$$

If we put

$$
\begin{equation*}
S=1+T \tag{3.12}
\end{equation*}
$$

we obtain, from (3.3) and (3.4),

$$
\begin{equation*}
-\left[T, \Gamma^{i}(\pi)\right]=\Gamma^{k} \frac{\partial \delta \Lambda^{i}}{\partial \pi^{k}}-\frac{\partial \Gamma^{i}}{\partial \pi^{k}} \delta \Lambda^{k} \tag{3.13}
\end{equation*}
$$

By differentiation of (3.2) we find that the derivatives of $\Gamma^{i}$ have the structure

$$
\begin{equation*}
\frac{\partial \Gamma^{i}}{\partial \pi^{l}}=\frac{1}{2} \Gamma_{r} \frac{\partial g^{r i}}{\partial \pi^{i}}+\left[\Delta_{l}, \Gamma^{i}\right], \tag{3.14}
\end{equation*}
$$

where the spin-space operator $\Delta_{l}$ is determined up to the product of the identity and a gradient function, if we add the integrability conditions

$$
\begin{equation*}
\frac{\partial^{2} \Gamma^{i}}{\partial \pi^{l} \partial \pi^{m}}=\frac{\partial^{2} \Gamma^{i}}{\partial \pi^{m} \partial \pi^{i}} \tag{3.15}
\end{equation*}
$$

## We find

$$
\begin{equation*}
\Delta_{l}=-\frac{1}{8}\left[\Gamma_{j}, \frac{\partial \Gamma^{j}}{\partial \pi^{l}}\right] \tag{3.16}
\end{equation*}
$$

The solution of (3.13) is

$$
\begin{equation*}
T=\Delta_{l} \delta \Lambda^{l}+\frac{1}{8}\left[\Gamma_{l}, \Gamma^{m}\right] \frac{\partial \delta \Lambda^{l}}{\partial \pi^{m}}, \tag{3.17}
\end{equation*}
$$

a generalization of the well-known spinor-transformation law for linear transformations. If we take

$$
\begin{equation*}
\delta \Lambda^{k}=\epsilon^{k}\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}} \tag{3.18}
\end{equation*}
$$

and use (2.6), we arrive at Weinberg's transformation law ${ }^{5}$ for our particular choice of coordinates in $V_{3}$ :

$$
\begin{equation*}
T=\epsilon^{k_{i} i \epsilon_{k r n}} \frac{\tau_{r}}{2} \pi_{n} \frac{1}{f+\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}}} . \tag{3.19}
\end{equation*}
$$

In order to introduce a covariant derivation of spinors, we first consider the usual covariant derivative of $\Gamma^{i}$ :

$$
\Gamma_{\| l}^{i}=\frac{\partial \Gamma^{i}}{\partial \pi^{l}}+\left(\begin{array}{c}
i  \tag{3.20}\\
l k
\end{array}\right\} \Gamma^{k}
$$

Because

$$
\begin{equation*}
g_{\| l}^{i k}=0 \tag{3.21}
\end{equation*}
$$

we conclude by comparison with (3.14) that there must exist an isospin matrix $\Omega_{l}$ so that

$$
\begin{equation*}
\Gamma_{\| l}^{i}=\left[\Omega_{l}, \Gamma^{i}\right] . \tag{3.22}
\end{equation*}
$$

It is given by

$$
\begin{equation*}
\Omega_{l}=\Delta_{l}+\frac{1}{8}\left[\Gamma^{m}, \Gamma^{n}\right] \frac{\partial g_{l n}}{\partial \pi^{m}}=-\frac{1}{8}\left[\Gamma_{j}, \Gamma_{\| l}^{j}\right] \tag{3.23}
\end{equation*}
$$

With Pauli, ${ }^{6}$ we define a covariant spinor differentiation (denoted by " $l$ ") by the following conditions:
(a) $\Gamma_{. l}^{i}=\Gamma_{\| l}^{i}+\left[\Gamma^{i}, \Omega_{l}\right]=0$,
(b) $\left(\psi^{+} \Gamma^{i} \psi\right)_{. l}=\psi_{. l}^{+} \Gamma^{i} \psi+\psi^{+} \Gamma^{i} \psi_{. l}$,
(c) $\left(\psi^{+} \Gamma^{i} \psi\right)_{. l}=\left(\psi^{+} \Gamma^{i} \psi\right)_{\| l}$.

These conditions lead to

$$
\begin{align*}
\psi_{\cdot l} & =\frac{\partial \psi}{\partial \pi^{l}}-\Omega_{l} \psi \\
\psi_{\cdot l}^{+} & =\frac{\partial \psi^{+}}{\partial \pi^{l}}+\psi^{+} \Omega_{l} . \tag{3.25}
\end{align*}
$$

It is then clear that an invariant space-time differentiation of a spinor has to be defined by
where

$$
\begin{align*}
D_{\mu}^{\prime} \psi & =\partial_{\mu} \psi-\partial_{\mu} \pi^{l} \Omega_{l} \psi \\
D_{\mu}^{\prime} \psi^{+} & =\partial_{\mu} \psi^{+}+\psi^{+} \Omega_{l} \partial_{\mu} \pi^{l} \tag{3.26}
\end{align*}
$$

$$
\begin{equation*}
\partial_{\mu} \psi=\partial_{\mu} \pi^{l} \frac{\partial \psi}{\partial \pi^{l}}+\partial_{\mu}^{\prime} \psi, \tag{3.27}
\end{equation*}
$$

if $\psi$ depends explicitly on $x$.

The Lagrangian

$$
\begin{equation*}
L_{\psi \psi}=-\bar{\psi} \gamma_{\mu} D^{\prime \mu} \psi+m \bar{\psi} \psi \tag{3.28}
\end{equation*}
$$

where $\psi$ is a four-component space-time spinor and a two-component isospinor, leads to the invariant field equation

$$
\begin{equation*}
\left(-i \gamma_{\mu} D^{\prime \mu}+m\right) \psi=0 \tag{3.29}
\end{equation*}
$$

If we use the coordinate system (2.6), we find

$$
\begin{align*}
\Omega_{l} & =i \epsilon_{l s v} \pi_{s} \tau_{v} \frac{1}{2 f} \frac{1}{f+\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}}},  \tag{3.30}\\
D_{\mu}^{\prime} \psi & =\partial_{\mu} \psi-i \tau \cdot\left(\partial_{\mu} \pi \times \pi\right) \frac{1}{2 f} \frac{1}{f+\left(f^{2}-\pi^{2}\right)^{\frac{1}{2}}} \psi \tag{3.31}
\end{align*}
$$

which coincides with Weinberg's "covariant derivative" ${ }^{5}$ and corresponds to Gürsey's second nonlinear model. ${ }^{11}$ Equations (2.25) and (3.29) are free-field equations, covariant under $S U(2) \otimes S U(2)$ in an isospin space of constant curvature $K=1 / f^{2}$. The $\pi-\pi$ interaction and the $\pi-N$ interaction embedded in (2.25) and (3.29), respectively, is induced and completely determined by the curvature. In the limit $f \rightarrow \infty$, the space becomes flat, the interactions vanish, and the symmetry group $S U(2) \otimes S U(2)$ is contracted to isotopic $S U(2)$.

The most simple form for interacting pion and nucleon fields is the sum of (2.14) and (3.28):

$$
\begin{equation*}
L=-\bar{\psi}\left(-i \gamma \cdot D^{\prime}+m\right) \psi+\frac{1}{2} \partial_{\mu} \pi_{i} \partial^{\mu} \pi^{i} . \tag{3.32}
\end{equation*}
$$

While the field equations for the nucleon field remain unchanged,

$$
\begin{equation*}
\left(-i \gamma \cdot D^{\prime}+m\right) \psi=0 \tag{3.33}
\end{equation*}
$$

there appears an additional term in the pion field equation,

$$
\square \pi^{i}+\left\{\begin{array}{c}
i  \tag{3.34}\\
m n
\end{array}\right) \partial_{\mu} \pi^{m} \partial^{\mu} \pi^{n}=\frac{1}{8} R^{i}{ }_{l m n} \bar{\psi} i \gamma_{\mu}\left[\Gamma^{m}, \Gamma^{n}\right] \psi \partial^{\mu} \pi^{l},
$$

where

$$
\begin{equation*}
R_{l m n}^{i}=g^{i r}(\pi) R_{r l m n}(\pi) \tag{3.35}
\end{equation*}
$$

is the Riemannian curvature tensor depending only on the pion field.

All interaction terms of (3.32) are due to the curvature of the pion-isospin space and vanish in the flatspace limit $f \rightarrow \infty$. But we may add further terms that do not have this property. A chiral-invariant "trilinear" interaction term must be of the form

$$
\begin{equation*}
L_{I}=g \bar{\psi} \gamma_{\mu} \gamma_{5} \Gamma^{i}(\pi) \psi \partial^{\mu} \pi_{i} \tag{3.36}
\end{equation*}
$$

It reduces to the gradient coupling term

$$
\begin{equation*}
L_{I}=g \bar{\psi} \gamma_{\mu} \gamma_{5} \tau \psi \cdot \partial^{\mu} \boldsymbol{\pi} \tag{3.37}
\end{equation*}
$$

in the flat-space limit.

## 4. p MESONS

The $\rho$ meson is usually introduced instead of the direct vector interaction of pion pairs in the covariant derivative of the $\psi$ field

$$
\begin{equation*}
D_{\mu}^{\prime} \psi=\partial_{\mu} \psi-i g_{0} \rho_{\mu} \cdot(\tau / 2) \psi . \tag{4.1}
\end{equation*}
$$

To guarantee the covariance of (4.1) under spin-space transformations

$$
\begin{equation*}
D_{\mu}^{\prime} S \psi=S D_{\mu}^{\prime} \psi \tag{4.2}
\end{equation*}
$$

$\rho_{\mu}$ has to obey a particular transformation law that can be deduced from the transformation law of the interaction term in (3.26):

$$
\begin{equation*}
D_{\mu}^{\prime} \psi=\partial_{\mu} \psi-\partial_{\mu} \pi^{l} \Omega_{l}(\pi) \psi \tag{4.3}
\end{equation*}
$$

The spin-space operator $\Omega_{l}$ is defined by (3.22). Because the matrices $\Gamma^{i}(\pi)$ have the same functional dependance in all coordinate systems related by chiral transformations [see Eq. (3.5)]:

$$
\begin{equation*}
\Gamma^{\prime \prime}\left(\pi^{\prime}\right)=\Gamma^{i}\left(\pi^{\prime}\right) \tag{4.4}
\end{equation*}
$$

$\Omega_{l}$ in the primed system is given by

$$
\begin{equation*}
\Gamma^{i}\left(\pi^{\prime}\right)_{\| l}=\left[\Omega_{l}\left(\pi^{\prime}\right), \Gamma^{i}\left(\pi^{\prime}\right)\right] . \tag{4.5}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
D_{\mu}^{\prime} \psi^{\prime}=\partial_{\mu} \psi^{\prime}-\partial_{\mu} \pi^{\prime l} \Omega_{l}\left(\pi^{\prime}\right) \psi^{\prime} \tag{4.6}
\end{equation*}
$$

The interaction term in (4.3) may be written as

$$
\begin{equation*}
\partial_{\mu} \pi^{l} \Omega_{l}(\pi)=\frac{1}{2}\left(D_{\mu} h_{m}^{j}(\pi)\right) h_{j n}(\pi) \frac{1}{4}\left[\tau_{m}, \tau_{n}\right] \tag{4.7}
\end{equation*}
$$

Because of
the quantity

$$
\begin{equation*}
h_{m}^{j} h_{j n}=\delta_{m n} \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
\left(D_{\mu} h_{m}^{j}(\pi)\right) h_{j n}(\pi) \rightarrow g_{0} \rho_{\mu, m n}(\pi) \tag{4.9}
\end{equation*}
$$

is a skew symmetric tensor that may be replaced by the $\rho$-meson field in the spirit of (4.1). $g_{0}$ is some coupling constant. We have already remarked earlier that the indices $m, n$ are, in contrast to $j$, not covariant with
respect to general coordinate transformations in $V_{3}$. Let us now discuss the transformation properties of the $\rho$ field. According to (4.6) we have in a primed system

$$
\begin{equation*}
\left(D_{\mu} h_{m}^{j}\left(\pi^{\prime}\right)\right) h_{j n}\left(\pi^{\prime}\right) \rightarrow g_{0} \rho_{\mu, m n}\left(\pi^{\prime}\right) \tag{4.10}
\end{equation*}
$$

Referring to (2.10) and (3.8), we see that

$$
\begin{equation*}
h_{i r}\left(\pi^{\prime}\right) h_{k r}\left(\pi^{\prime}\right)=g_{i k}\left(\pi^{\prime}\right)=h_{i r}^{\prime}\left(\pi^{\prime}\right) h_{k r}^{\prime}\left(\pi^{\prime}\right)=g_{i k}^{\prime}\left(\pi^{\prime}\right) \tag{4.11}
\end{equation*}
$$

Hence, there must exist an orthogonal matrix $S$ such that

$$
\begin{equation*}
h_{i m}\left(\pi^{\prime}\right)=S_{m r} h_{i r}^{\prime}\left(\pi^{\prime}\right) \tag{4.12}
\end{equation*}
$$

For infinitesimal transformations it is found to be

$$
\begin{equation*}
S=1+T, \quad T=T_{l} t_{l}, \quad\left(t_{l}\right)_{m n}=i \epsilon_{m l n} \tag{4.13}
\end{equation*}
$$

This should be compared with the spin-space transformation matrix in the spinor case (3.12) that can be written as

$$
\begin{equation*}
T=T_{l}\left(\tau_{l} / 2\right) \tag{4.14}
\end{equation*}
$$

The transformation law for the $\rho$-meson field now follows from (4.10) and (4.12). Using an obvious matrix notation we may write

$$
\begin{equation*}
g_{0} \rho_{\mu}\left(\pi^{\prime}\right)=S g_{0} \rho_{\mu}(\pi) S^{-1}+\left(\partial_{\mu} S\right) S^{-1} \tag{4.15}
\end{equation*}
$$

Hence, the $\rho$ field does not transform as a tensor under spin-space transformations nor does the curl of the $\rho$ field. But the quantity

$$
\begin{equation*}
F_{\mu v}=\partial_{v} \rho_{\mu}-\partial_{\mu} \rho_{v}+g_{0}\left(\rho_{\mu} \rho_{v}-\rho_{v} \rho_{\mu}\right) \tag{4.16}
\end{equation*}
$$

does transform as a tensor

$$
\begin{equation*}
F_{\mu \nu}\left(\pi^{\prime}\right)=S F_{\mu \nu}(\pi) S^{-1} \tag{4.17}
\end{equation*}
$$

This leads to the invariant kinetic Lagrangian

$$
\begin{equation*}
L_{\rho \rho}=\frac{1}{4}\left(F_{\mu \nu} F^{\mu v}\right), \tag{4.18}
\end{equation*}
$$

used by Schwinger ${ }^{3}$ and Weinberg. ${ }^{5}$
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#### Abstract

The ladder approximation Bethe-Salpeter equation for (i) a bound spin-0 boson-boson system of zero total mass and (ii) a bound spin- $\frac{1}{2}$ fermion-antifermion system of zero total mass is solved for a fourdimensional square-well potential.


## 1. INTRODUCTION

The only known exact solutions of the ladderapproximation Bethe-Salpeter equation ${ }^{1,2}$ for a bound spin- $\frac{1}{2}$ fermion-antifermion system, expressible in terms of rational or commonly occurring higher transcendental functions, are for zero total mass and with the mass of the exchange particle also zero. ${ }^{3-5}$ Attention is therefore becoming directed to numerical approximation methods and interesting results have already been obtained. ${ }^{6,7}$ So far, field-theoretical potentials have been used, and these have a singularity ${ }^{2,8,9}$ serious enough to modify considerably the form of the wavefunctions at the origin of the Euclidean relative-coordinate space in which the problem is described after the Wick rotation ${ }^{10}$ has been performed. One consequence is the familiar "Goldstein problem" and it appears that in order to overcome it one must in some fashion cut off the high momenta. ${ }^{11,12}$ It has seemed worthwhile, therefore, to investigate a model nonsingular potential since, as Mandelstam has shown, ${ }^{9}$ this gives rise to a discrete set of coupling constants and problems at the origin of relative-coordinate space are avoided. We choose the fourdimensional square-well potential as the simplest to deal with analytically. As well, however, this choice introduces a high momentum cutoff in a very real way; we show in Sec. 3 that in place of the single-particle exchange $k^{-2}$ asymptotic momentum dependence, the square well gives $k^{-2} J_{2}(k A)$ so that the $k^{-2}$ dependence is modulated by an oscillating factor of magnitude $k^{-\frac{1}{2}}$. We perform the analysis for zero total mass since,

[^47]in this case, exact analytical solutions are found for all Dirac-space sectors for all types of coupling and for all angular momenta, in both the internal and the external regions, and the numerical work is reduced to matching the values and gradients of the internal and external forms for each variable at the well boundary. We arrive at relationships between well width and well depth in order that the system described has zero total mass. It is hoped that the solutions form the starting point for a perturbation treatment of bound systems with small but nonvanishing total mass $E$.

The notation and conventions in the following sections are those of a previous paper ${ }^{13}$ hereafter referred to as I. In Sec. 2, the parity and charge-parity properties of the zero-mass solutions in I are derived. In Sec. 3 we consider a boson-boson system with a square well and compare the results with those for a potential due to particle exchange. Sections 4 and 5 detail properties of the square well for a fermionantifermion system and the analytical solutions of the corresponding Bethe-Salpeter equation. Finally in Sec. 6 we consider certain numerical solutions.

## 2. PARITY AND CHARGE CONJUGATION PROPERTIES

We wish to identify the operators $\mathbb{J}, \mathbb{C}$ which, acting on the wavefunction $\chi\left(x_{1}, x_{2}\right)$, are equivalent, respectively, to the Hilbert-space parity operator $\bar{P}$ and charge conjugation operator $\bar{C}$ acting on the state vector $|B\rangle$; i.e.,

$$
\begin{align*}
& \overline{\mathfrak{T}} \chi=\langle 0| T\left\{\psi\left(x_{1}\right) \bar{\psi}\left(x_{2}\right)\right\} \bar{P}|B\rangle, \\
& \mathfrak{C} \chi=\langle 0| T\left\{\psi\left(x_{1}\right) \bar{\psi}\left(\psi_{2}\right)\right\} \bar{C}|B\rangle . \tag{1}
\end{align*}
$$

Using the well-known commutation properties of $\bar{C}, \bar{P}$ with $\psi, \bar{\psi}$, we find, indeed, ${ }^{14}$ that

$$
\begin{align*}
& \overline{\mathscr{T}}_{\chi}=\hat{\gamma}_{4} \chi\left(x_{1}^{\prime}, x_{2}^{\prime}\right),  \tag{2}\\
& \overline{\mathfrak{C}}_{\chi}=C \chi_{\mathrm{T}}\left(x_{2}, x_{1}\right) C^{-1}, \tag{3}
\end{align*}
$$

where $x_{1}^{\prime}=\left(-\mathbf{x}_{1},\left(x_{1}\right)_{4}\right), x_{2}^{\prime}=\left(-\mathbf{x}_{2},\left(x_{2}\right)_{4}\right)$, a subscript T stands for "transpose," and $C$ is a $4 \times 4$

[^48]matrix satisfying
\[

$$
\begin{gather*}
C^{\dagger}=C^{-1}, \quad C_{\mathrm{T}}=-C  \tag{4}\\
C^{-1} \gamma_{\mu} C=-\gamma_{\mu \mathrm{T}}
\end{gather*}
$$
\]

In terms of the wavefunction in the relative coordinate $f(x)$ [cf. Eq. (I.6)] these become

$$
\begin{align*}
& \bar{T} f\left(\mathbf{x}, x_{4}\right)=\hat{\gamma}_{4} f\left(-\mathbf{x}, x_{4}\right)  \tag{5}\\
& \overline{\mathbb{C}} f\left(\mathbf{x}, x_{4}\right)=C f_{\mathrm{T}}\left(-\mathbf{x},-x_{4}\right) C^{-1} \tag{6}
\end{align*}
$$

From (6) we can deduce that

$$
\begin{equation*}
\overline{\mathrm{C}}=(-1)^{\frac{1}{4}(\mathfrak{R}+3)} \mathfrak{C}, \tag{7}
\end{equation*}
$$

where the operators $\mathfrak{R}, \mathcal{G}$ are as defined in I. $\overline{\mathfrak{T}}$ commutes with $\mathfrak{B}_{E}, \mathcal{Y}, \mathfrak{R}, \mathfrak{G}$; but

$$
\begin{equation*}
\overline{\mathscr{S}} J_{i}^{ \pm}=J_{i}^{\mp} \overline{\mathfrak{J}} \tag{8}
\end{equation*}
$$

and there are similar relations with $J_{i}^{ \pm}$replaced by $L_{i}^{ \pm}$or $S_{i}^{ \pm}$.

In Eq. (I.54), namely

$$
\begin{equation*}
f_{j^{+}}{ }^{-} J m=\sum_{m^{+} m^{-}}\left(j^{+} j^{-} m^{+} m^{-} \mid J m\right) f_{j^{+} j^{-} m^{+} m^{-}} \tag{9}
\end{equation*}
$$

we wrote down the form of a general solution of the ladder approximation Wick-rotated Bethe-Salpeter equation for a massless bound system of a spin- $\frac{1}{2}$ fermion and spin- $\frac{1}{2}$ antifermion of equal mass, where the suffices in the left member are the quantum numbers corresponding respectively to the operators $\left(J^{+}\right)^{2},\left(J^{-}\right)^{2}, J^{2}, J_{z}$.
In the $S-V$ sector (where, say, $j^{+}=j^{-}=j$ ) the explicit form of $f_{j j J m}^{S V}$ is found by substituting into the right member of (9) from Eq. (I.30).

In the $T-A$ sector, Case $A$ gives the disjoint solutions

$$
\begin{align*}
f_{j j J m}^{T A-}= & \sum_{m^{+} m^{-}}\left(j j m^{+} m^{-} \mid J m\right)\left[2^{-\frac{1}{2}}(2 j+1)^{-\frac{1}{2}} w(R)\right. \\
& \times\left\{\sum_{m_{s}^{+}}\left(j 1 m_{l}^{+} m_{s}^{+} \mid j m^{+}\right) Z_{j m_{l} m^{+}} \Sigma^{+} m_{m_{s}}^{+}\right. \\
& \left.+\sum_{m_{s}^{-}}\left(j 1 m_{l}^{-} m_{s}^{-} \mid j m^{-}\right) Z_{j m^{+} m_{l}^{-}}-\Sigma_{m_{s}^{-}}^{-}\right\} \\
& +j^{-\frac{1}{2}} a_{1}(R) \sum_{m_{s}^{+} m_{s}^{-}}\left(\left.j+\frac{1}{2} \frac{1}{2} m_{l}^{+} m_{s}^{+} \right\rvert\, j m^{+}\right) \\
& \times\left(\left.j+\frac{1}{2} \frac{1}{2} m_{l}^{-} m_{s}^{-} \right\rvert\, j m^{-}\right) \\
& \times Z_{j+\frac{1}{2} m_{l}^{+} m_{l}-i \gamma_{5} \Lambda_{m_{s}} m_{s}^{-}}+(j+1)^{-\frac{1}{2}} a_{2}(R) \\
& \times \sum_{m_{s}^{+} m_{s}^{-}}\left(\left.j-\frac{1}{2} \frac{1}{2} m_{l}^{+} m_{s}^{+} \right\rvert\, j m^{+}\right) \\
& \times\left(\left.j-\frac{1}{2} \frac{1}{2} m_{l}^{-} m_{s}^{-} \right\rvert\, j m^{-}\right) \\
& \times Z_{\left.j-\frac{1}{2} m_{l}^{+} m_{l}-i \gamma_{5} \Lambda_{m_{s}} m_{s}^{-}\right]} \tag{10}
\end{align*}
$$

Table I. Parity and charge parity of solutions of the Bethe-Salpeter equation.

| Solution | Parity | Charge parity |  |
| :--- | :--- | :---: | :--- |
| $f^{S V}$ | $(-1)^{J}$ | $(-1)^{2 j}$ |  |
| $f^{T A+}$ | $(-1)^{J}$ | $(-1)^{2 j+1}$ | $(j \neq 0)$ |
| $f^{T A-}$ | $(-1)^{J+1}$ | $(-1)^{2 j+1}$ |  |
| $g^{T A+}$ | $(-1)^{J}$ | $(-1)^{2 j+1}$ | $(J \neq 0)$ |
| $g^{T A-}$ | $(-1)^{J+1}$ | $(-1)^{2 j+1}$ | $(J \neq 0)$ |
| $f^{P}$ | $(-1)^{J+1}$ | $(-1)^{2 j}$ |  |

$$
\begin{align*}
f_{j j J m}^{T A+}= & \sum_{m^{+} m^{-}}\left(j j m^{+} m^{-} \mid J m\right) 2^{-\frac{1}{2}}(2 j+1)^{-\frac{1}{2}} \bar{w}(R) \\
& \times\left\{\sum_{m_{s}^{+}}\left(j 1 m_{l}^{+} m_{s}^{+} \mid j m^{+}\right) Z_{j m_{l}{ }^{+} m^{-}} \Sigma_{m_{s}^{+}}^{+}\right. \\
& \left.-\sum_{m_{s}^{-}}\left(j 1 m_{l}^{-} m_{s}^{-} \mid j m^{-}\right) Z_{j m^{+} m_{l}}{ }^{-} \Sigma_{m_{s}}^{-}\right\} . \tag{11}
\end{align*}
$$

Cases B and C similarly give solutions $f_{j j+1, J m}^{T A}$ and $f_{i+1 j J m}^{T A}$. To obtain parity eigenfunctions we must take the linear combinations

$$
\begin{equation*}
g_{j j+1}^{T A \pm} J_{m}=f_{j j+1 J m}^{T A} \pm f_{j+1 j J m}^{T A} . \tag{12}
\end{equation*}
$$

In the $P$ sector there is just the solution

$$
\begin{equation*}
f_{j j J m}^{P}=p(R) \sum_{m^{+} m^{-}}\left(j j m^{+} m^{-} \mid J m\right) Z_{j m^{+} m^{-\frac{1}{2}}} \gamma_{5} \tag{13}
\end{equation*}
$$

The parity and charge parity of these solutions, all of which have total angular momentum $J$, are given in Table I. (The suffices $j^{+} j^{-J m}$ are omitted.)

## 3. BOSON-BOSON SYSTEM WITH SQUARE WELL

Written as a differential equation in relative coordinates, the ladder-approximation Wick-rotated Bethe-Salpeter equation for a system of two spinless bosons of equal mass $m$ bound to zero total mass is

$$
\begin{equation*}
\left(\square-m^{2}\right)^{2} f(x)=-\lambda \vartheta f(x) \tag{14}
\end{equation*}
$$

where $\vartheta$ is the potential function and $\lambda$ a coupling constant. Writing the potential due to exchange of spinless quanta of mass $\mu$ explicitly, we have $\lambda=g^{2} /$ $(4 \pi)^{2}$ and $^{15}$

$$
\begin{align*}
-\frac{1}{4} \mho & =(2 \pi)^{-4} \int_{-\infty}^{\infty} e^{i k \cdot x}\left(k^{2}+\mu^{2}\right)^{-1} d^{4} k \\
& =(2 \pi)^{-2} \int_{0}^{\infty} R^{-1} K^{2}\left(K^{2}+\mu^{2}\right)^{-1} J_{1}(K R) d K \\
& =(\mu / R) K_{1}(\mu R) \\
& \equiv U(\mu, R) \tag{15}
\end{align*}
$$

[^49]Here $R$ is the radial coordinate in configuration space, and $K$ the corresponding radial coordinate in the Euclidean relative-momentum space.
Separating (14) in four-dimensional spherical-polar coordinates ( $R, \psi, \theta, \phi$ ), we have solutions of the form ${ }^{16}$

$$
\begin{equation*}
f(x)=g_{n}(R) \Omega_{n l m}(\psi, \theta, \phi), \tag{16}
\end{equation*}
$$

where
$\left\{\frac{d^{2}}{d R^{2}}+\frac{3}{R} \frac{d}{d R}-\frac{n(n+2)}{R^{2}}-m^{2}\right\}^{2} g_{n}(R)=-\lambda \vartheta g_{n}(R)$,
and $n$ is a nonnegative integer.
We now define the potential to be a square well of depth $W$ and radius $A=a / m$ when

$$
\begin{array}{lr}
\lambda U=-W, & 0 \leq R<A, \\
\lambda \vartheta=0, & R>A . \tag{18}
\end{array}
$$

Let us take $\rho=m R$ as the independent variable and write

$$
\begin{align*}
d_{\alpha}^{ \pm} & =\frac{d}{d \rho} \pm \frac{2(j+\alpha)}{\rho}=\frac{1}{m} D_{\alpha}^{ \pm},  \tag{19}\\
\Delta & =d_{\frac{3}{2}}^{+} d_{0}^{-}=d_{-\frac{1}{2}}^{-} d_{1}^{+}, \tag{20}
\end{align*}
$$

where $j=\frac{1}{2} n$. If we then put $\kappa=W m^{-4}$, Eq. (17) for the square well becomes

$$
\begin{array}{lr}
(\Delta-1)^{2} g=\kappa g, & 0 \leq \rho<a \\
(\Delta-1)^{2} g=0, & \rho>a, \tag{21b}
\end{array}
$$

where we have dropped the suffix $n$ from $g_{n}$. Solutions of both (21a) and (21b) may be found by comparison with the equation investigated in the Appendix $A$. In the external region $(\rho>a)$, only solutions $g_{e}$ vanishing as $\rho \rightarrow \infty$ are acceptable and we have

$$
\begin{equation*}
g_{e}=C_{1} K_{2 j}(\rho)+C_{2} \rho^{-1} K_{2 j+1}(\rho) \tag{22}
\end{equation*}
$$

for some constants $C_{1}, C_{2}$. In the internal region ( $\rho<a$ ), we must select solutions $g_{i}$ of (21a) which remain finite as $\rho \rightarrow 0$. For $\kappa \geq 0$, one such solution is

$$
\begin{equation*}
g_{i 1}=\rho^{-1} I_{2 j+1}(\eta \rho), \tag{23}
\end{equation*}
$$

where $\eta=\left(1+\kappa^{\frac{1}{2}}\right)^{\frac{1}{2}}$. Another solution $g_{i 2}$ has a form depending on $\kappa$ :

$$
\begin{array}{lr}
g_{i 2}=I_{2 j}(\rho), & \kappa=0, \\
g_{i 2}=\rho^{-1} I_{2 j+1}(|\beta| \rho), & 0<\kappa<1,  \tag{24}\\
g_{i 2}=\rho^{2 j}, & \kappa=1, \\
g_{i 2}=\rho^{-1} J_{2 j+1}(\beta \rho), & \kappa>1,
\end{array}
$$

where $\beta=\left(\kappa^{\frac{1}{2}}-1\right)^{\frac{1}{2}}$.

[^50]

Fig. 1. Curves of zero total mass for two spin-0 bosons each of mass $m$ interacting through a square-well potential of radius $a / m$ and depth $\kappa m^{4}$.

For $\kappa<0$,

$$
\begin{align*}
& g_{i 1}=\operatorname{Re}\left(\rho^{-1} J_{2 j+1}(\beta \rho)\right),  \tag{25}\\
& g_{i 2}=\operatorname{Im}\left(\rho^{-1} J_{2 j+1}(\beta \rho)\right) .
\end{align*}
$$

Then for all cases

$$
\begin{equation*}
g_{i}=C_{3} g_{i 1}+C_{4} g_{i 1} \tag{26}
\end{equation*}
$$

for some constants $C_{3}, C_{4}$.
Since (17) is a fourth-order differential equation, we must match the values at $\rho=a$ of $g_{e}, g_{i}$ and of their first, second, and third derivatives. Three of these relations determine the ratios of $C_{1}, C_{2}, C_{3}$, and $C_{4}$, and the fourth determines a discrete set of depths that the well must have for a given width in order that the bound state has zero total mass.

Testing the cases $\kappa \geq 0$ for $j=0$ with a computer reveals that solutions exist only for $\kappa>1$, and the zero-total-mass curves for small values of $\kappa, a$ are shown in Fig. 1. We have not attempted to test the case $\kappa<0{ }^{17}$
It would be interesting if we could match in some fashion the results for the square well with those for the theoretical potential of Eq. (15). Certainly there should be qualitative agreement. In relative-momentum space it is a matter of comparing:
(i) Field theoretical potential $\frac{\lambda}{K^{2}+\mu^{2}}$,
(ii) Square-well potential $\frac{\kappa m^{2} a^{2}}{4 K^{2}} J_{2}\left(\frac{a K}{m}\right)$.

We assume that the least value of $\kappa$ for a given $a$ corresponds to the physical case and restrict our attention to the curve marked " 1 " in Fig. 1. Its general shape suggests that the quantity $h=a^{2}(\kappa-1)$

[^51]

Fig. 2. The quantity $h=a^{2}(k-1)$ for curve " 1 " of Fig. 1, plotted as a function of $\kappa$.
may be slowly varying, and in Fig. 2 we plot $h$ as a function of $\kappa$. Presumably, well depth corresponds to coupling strength, and if we choose $\kappa=\lambda / 2 m^{2}$, since $h$ does not vanish as $\kappa \rightarrow 1$, we have for $\lambda \rightarrow 2 m^{2}$ that $a \rightarrow \infty$. This result is physically reasonable since $\lambda=2 m^{2}$ corresponds to the exchange particle mass $\mu$ vanishing ${ }^{10}$ and the field-theoretical potential, therefore, having infinite range. We can put the correspondence between the ranges of the two potentials on a more definite basis by choosing $a=\xi(m / \mu)$ for some constant $\xi$. Narayanaswamy and Pagnamenta ${ }^{18}$ have given computed values of $\lambda$ for varying $m / \mu$ at zero total mass, and it appears that in order to obtain the same computed value of $\lambda$ at $m / \mu=1$ we must take $\xi^{2} \sim 30$; but if we wish to obtain the same computed value of $\lambda$ at $m / \mu=2$ we must take $\xi^{2} \sim 20$. Thus, the agreement is more qualitative than quantitative. From the definitions of $h$ and $a$ we have

$$
\begin{equation*}
\frac{\lambda}{m^{2}}=2+\frac{1}{\xi^{2}} \cdot \frac{\mu^{2}}{m^{2}} h, \tag{29}
\end{equation*}
$$

which is to be compared with Eq. (18) of Ref. 6.

## 4. FERMION-ANTIFERMION SQUARE-WELL POTENTIAL

The ladder-approximation Wick-rotated BetheSalpeter equation for a spin $-\frac{1}{2}$ fermion-antifermion system of total mass $E$ is [Eq. (I.8)] ${ }^{18 \mathrm{a}}$ :

$$
\begin{align*}
(\gamma \cdot \partial- & \left.\mu_{a} E \gamma_{4}+m_{a}\right) f(x) \\
& \times\left(\gamma \cdot \overleftarrow{\partial}+\mu_{b} E \gamma_{4}+m_{b}\right)=-\lambda \vartheta f(x) \tag{30}
\end{align*}
$$

where $m_{a}, m_{b}$ are, respectively, the fermion and antifermion masses.

Absorbing $\lambda$ into $\vartheta$ we put for the general four-

[^52]dimensional radial potential function [cf. Eq. (I.12)]:
\[

$$
\begin{equation*}
\lambda \vartheta=\sum_{i} V_{i}(R) \hat{\Gamma}_{i} \tag{31}
\end{equation*}
$$

\]

We now define the potential to be a square well of depth $V$, radius $a / m$, and interaction type $i$ when

$$
\begin{array}{lr}
V_{j}(R)=-V \delta_{i j}, & 0 \leq R<a / m, \\
V_{j}(R)=0, & R>a / m . \tag{32}
\end{array}
$$

We consider only the equal-mass case $m_{a}=m_{b}=m$ and, putting $\kappa=V / m^{2}$, we define in the interior region

$$
\begin{align*}
\alpha_{i j} & =-\left(m^{2}+\lambda \bar{V}_{j}\right) / m^{2} \\
& =c_{i j} \kappa-1, \tag{33}
\end{align*}
$$

where the $c_{i j}$ are the coefficients of Table I in I.
In nonrelativistic quantum theory the sign that a potential term should have in order that the force field be attractive is unambiguous. This is not the case, however, for a relativistic theory such as we are considering here, specifically because $E$ occurs quadratically in the left member of (30), whereas $\lambda$ appears linearly in the right member. There is as yet no guarantee of the sign of $d E / d \lambda$ and, indeed, for two members $E_{1}, E_{2}$ of a discrete energy spectrum, no guarantee for a given $\lambda$ that $d E_{1} / d \lambda$ and $d E_{2} / d \lambda$ have even the same sign. A direct test, therefore, as to whether the potential is attractive for a particular sign of the potential term is simply to see if a bound state does exist for that sign. Consequently in the following work we examine for both signs of $V$ (or $\kappa$ ) whether zero-mass solutions exist.

Granted this point we note, however, that field theoretical interaction Lagrangians corresponding to each interaction type $i$ do give a quite definite sign for $\mathcal{V}$. In fact for an exchange field $A^{i}$ of type $i$ (where $i=S, V, A$, or $P$ ) whose quanta have mass $\mu$, the right member of (30) becomes $4 \epsilon \lambda U(\mu, R) \hat{\Gamma}_{i} f(x)$, where interaction type $i$, interaction Lagrangian $\mathfrak{£}$, and $\epsilon$ are as shown in Table II and $\lambda=g^{2} /(4 \pi)^{2}$ as before.

The sign of $\epsilon$ depends simply on whether $i$ appears explicitly in front of the expression for the Hermitian $\mathfrak{L}$ as listed, since in ladder approximation the potential comes from the lowest-order contributing term in the $S$-matrix expansion and this contains the square of $\mathcal{C}$.

Table II. Corresponding forms for $i, \mathcal{L}$, and $\epsilon$.

| $i$ | £ | $\epsilon$ |
| :---: | :---: | :---: |
| $S$ | $g \bar{\psi} A^{S} \psi$ | 1 |
| $V$ | $i g \bar{\psi} \gamma_{\mu} A_{\mu}^{Y} \psi$ | -1 |
| A | ${ }_{g} \bar{\psi} \gamma^{\prime} \gamma_{\mu} A_{\mu}^{4} \psi$ | 1 |
| $P$ | $i{ }_{\sigma} \bar{\psi} \gamma_{5} A^{P} \psi$ | -1 |

The tensor interaction has been excluded from the above comparisons, since the interaction Lagrangian $\mathcal{£}_{T}=g \bar{\psi} \sigma_{\mu v} A_{\mu v}^{T} \psi$, which would be the direct analog of those appearing in Table II, is intrinsically different. The exchange-field contribution to $\mathcal{L}_{T}$ comes only from the antisymmetric part of $A_{\mu v}^{T}$, and this corresponds to the reducible $\mathscr{D}^{01}+\mathscr{D}^{10}$ representation of the proper Lorentz group, i.e., a spin-1 field. But basically a spin- 1 field is a vector representation, so that, in order to describe it by second-rank tensor components $A_{\mu \nu}^{T}$, the latter necessarily involve derivatives of the basic vector field components. In other words $\mathfrak{L}_{\boldsymbol{T}}$ describes a derivative coupling which implies a singularity of the potential of even higher order at the origin. It is exemplified by the electromagnetic field where $A_{\mu \nu}^{T}=F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$, and where $F_{\mu \nu}, A_{\mu}$ have their usual meanings.

## 5. FORMAL ANALYTICAL SOLUTIONS

When $E$ vanishes, Eq. (30) splits into Dirac-space $S-V, T-A$, and $P$ sectors. Angular variables may be separated and the equation reduces to sets of coupled radial equations which in I are written down explicitly for the various possible cases. In what follows, each set is solved analytically in the interior and exterior regions for the potential (32).

## A. S-V Sector

Using (19) and (20), Eqs. (I.43) become

$$
\begin{align*}
\left(\Delta-\alpha_{i 1}\right) s+2\left(d_{\frac{1}{2}}^{+} v_{1}+d_{-\frac{1}{2}}^{-} v_{2}\right) & =0, \\
d_{0}^{-}\left\{d_{\frac{2}{2}}^{+} v_{1}+2(j+1)\left(d_{-\frac{1}{2}}^{-} v_{2}+s\right)\right\} & =(2 j+1) \alpha_{i 2} v_{1}, \\
d_{1}^{+}\left\{-d_{-\frac{1}{2}}^{-} v_{2}+2 j\left(d_{\frac{2}{2}}^{+} v_{1}+s\right)\right\} & =(2 j+1) \alpha_{i 1} v_{2}, \\
0 \leq \rho & <a, \quad j \neq 0, \tag{34}
\end{align*}
$$

in the interior region and are of the same form in the exterior region but with $\alpha_{i 1}, \alpha_{i 2}$ replaced by -1 .

If $v_{1}, v_{2}$ are eliminated we find

$$
\begin{equation*}
\left\{\Delta^{2}-\left(\alpha_{i 1}+\alpha_{i 2}+4\right) \Delta+\alpha_{i 1} \alpha_{i 2}\right\} s=0 \tag{35}
\end{equation*}
$$

the solutions of which follow by comparison with the equation investigated in the Appendix A.

Given a solution for $s$, solutions for $v_{1}, v_{2}$ are found from the equations

$$
\begin{aligned}
(2 j+1)\left(d_{0}^{-} d_{\frac{3}{2}}^{+}+\alpha_{i 2}\right) v_{1} & =-(j+1) d_{0}^{-}\left(\Delta-\alpha_{i 1}-2\right) s \\
(2 j+1)\left(d_{1}^{+} d_{-\frac{1}{2}}^{-}\right) v_{2}+\alpha_{i 2} & =-j d_{1}^{+}\left(\Delta-\alpha_{i 1}-2\right) s,
\end{aligned}
$$

which readily follow from (34). Mandelstam's analysis ${ }^{9}$ shows that a solution will be physically acceptable only if for some positive $\epsilon$ it is $O\left(R^{\epsilon-1}\right)$ as $R \rightarrow 0$, and a detailed check shows that $s, v_{1}, v_{2}$ must in fact all be bounded for the square-well potential as $R \rightarrow 0$.

The various possible real forms of coupled physically acceptable formal solutions are displayed in Table III.

When the roots of the quadratic equation corresponding to (35) are real and unequal, to any positive root $\eta^{2}$ corresponds a solution (a), to any negative root $-\beta^{2}$ corresponds a solution (b), and to a zero root (when $\alpha_{i 2} \neq 0$ ) corresponds a solution (c). The two roots give two distinct solutions, and a third is given by (d) or (e) according as $\alpha_{i 2}$ is positive or negative. When $\alpha_{i 2}=0$, instead of (c) and (d) or (e), we have (f) and (g).

When the roots of the quadratic equation are real and equal, if they are positive we have: (a), (h), and (d) or (e); and, if negative: (b), (i), and (d) or (e).

When the roots are complex, we have from the consideration of this case in the Appendix and from the reality of the operators in (36) that two real

Table III. Solutions of the coupled equations (34).

| $s$ | $v_{1}$ | $v_{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{\rho} I_{2 j+1}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\frac{j+1}{2 j+1}\right)\left(\alpha_{i 1}-\eta^{2}\right) \frac{1}{\sigma_{1}} I_{2 j+2}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\frac{j}{2 j+1}\right)\left(\alpha_{i 1}-\eta^{2}\right) \frac{1}{\sigma_{1}} I_{2 j}\left(\sigma_{1}\right)$ | $\sigma_{1}=\eta_{\rho}$ | (a) |
| $\frac{1}{\rho} J_{2^{j+1}}(\sigma)$ | $\frac{1}{2}\left(\frac{j+1}{2 j+1}\right)\left(\alpha_{i 1}+\beta^{2}\right) \frac{1}{\sigma} J_{2 j+2}(\sigma)$ | $-\frac{1}{2}\left(\frac{j}{2 j+1}\right)\left(\alpha_{i 1}+\beta^{2}\right) \frac{1}{\sigma} J_{2 j}(\sigma)$ | $\sigma=\beta \rho$ | (b) |
| $\rho^{23}$ | 0 | $\left(4 j / \alpha_{i 2}\right) p^{2 j-1}$ |  | (c) |
| 0 | $\rho^{-1} J_{2 j+2}\left(\alpha_{i 2}^{\frac{1}{2}}\right.$ ) | $\rho^{-1} J_{2 i}\left(\alpha_{i 2}^{1} \rho\right)$ | $\alpha_{i 2}>0$ | (d) |
| 0 | $\rho^{-1} I_{2 i+2}\left(\left\lvert\, \alpha_{i 2} \frac{1}{2} \rho\right.\right)$ | $-\rho^{-1} I_{2 j}\left(\left\|\alpha_{i a}\right\|^{\frac{2}{2}} \rho\right)$ | $\alpha_{i 2}<0$ | (e) |
| $(2 j+1) \rho^{2 j}$ | $\left\{\left(\alpha_{i 1}-4 j\right) /[8(j+1)]\right\} \rho^{2 j+1}$ | $\frac{1}{2} j\left(\alpha_{j_{1}}+2\right) p^{2 j+1}$ |  | (f) |
| 0 | 0 | $\rho^{2 j-1}$ |  | (g) |
| $\eta I_{2}\left(\sigma_{1}\right)$ | $\left(\frac{j+1}{2 j+1}\right)\left[\frac{1}{2}\left(\alpha_{i 1}-\eta^{2}\right) I_{2 j+1}\left(\sigma_{1}\right)-\alpha_{i 1} \frac{1}{\sigma_{1}} I_{2 j+2}\left(\sigma_{1}\right)\right]$ | $\left(\frac{j}{2 j+1}\right)\left[\frac{1}{2}\left(\alpha_{i 1}-\eta^{2}\right) I_{2 j-1}\left(\sigma_{1}\right)-\eta^{2} \frac{1}{\sigma_{1}} I_{2 j}\left(\sigma_{1}\right)\right]$ |  | (h) |
| $\beta J_{2 j}(\sigma)$ | $\left(\frac{j+1}{2 j+1}\right)\left[\frac{1}{2}\left(\alpha_{i 1}+\beta^{2}\right) J_{2 ;+1}(\sigma)-\alpha_{i 1} \frac{1}{\sigma} J_{2 j+2}(\sigma)\right]$ | $-\left(\frac{j}{2 j+1}\right)\left[\frac{1}{2}\left(\alpha_{i 1}+\beta^{2}\right) J_{2 j-1}(\sigma)+\eta^{2} \frac{1}{\sigma} J_{2 j}(\sigma)\right]$ |  | (i) |

solutions are obtained from the real and imaginary parts of (b) and the third solution is (d) or (e).

The nature of the roots for the various ranges and values of $\kappa$ for each type of interaction is detailed in Table IV. The general physically acceptable solution in any particular case will then be some linear combination of the corresponding three formal solutions.

Solutions for the exterior region may be found by putting $\kappa=0$ in (34) et seq. and selecting forms which vanish as $\rho \rightarrow \infty$. The three acceptable forms are displayed in Eq. (37) where for brevity we have omitted the argument $\rho$ of each modified Bessel

> Table IV. The character of the roots of the quadratic equation corresponding to (35).

| $\kappa$ | Roots |  |
| :---: | :---: | :---: |
| $S$ interaction |  |  |
| $>1$ | + + |  |
| $=1$ | + 0 | $\left(\alpha_{i 1}=\alpha_{i 2}=0\right)$ |
| $<1,>0$ | + + |  |
| $=1$ | + + | (equal) |
| $<0$ | complex |  |
| $V$ interaction |  |  |
| $>1$ | + - |  |
| $= \pm$ | $+\quad 0$ | ( $x_{i 1}=0$ ) |
| $<4,>0$ | + + |  |
| = 0 | + + | (equal) |
| $<0,>-\frac{4}{8}$ | complex |  |
| $=-\frac{4}{9}$ | $+\quad+$ | (equal) |
| $<-\frac{4}{9},>-\frac{1}{2}$ | + + |  |
| $=-\frac{1}{2}$ | + 0 | ( $\alpha_{i 2}=0$ ) |
| $<-\frac{1}{2}$ | + - |  |
| $T$ interaction |  |  |
| $>8$ | $+\quad-$ |  |
| $=\frac{1}{6}$ | $+\quad 0$ | ( $\alpha_{11}=0$ ) |
| $<\frac{1}{6},>0$ | + + |  |
| $=0$ | + + | (equal) |
| $<0,>-\frac{4}{3}$ | complex |  |
| $=-\frac{4}{3}$ | - - | (equal) |
| <- $\frac{4}{3}$ | - |  |
| $A$ interaction |  |  |
| $>\frac{1}{2}$ | $+\quad+$ |  |
| $=\frac{1}{2}$ | + 0 | ( $\left.\alpha_{i 2}=0\right)$ |
| $<\frac{1}{2},>1$ | + - |  |
| $=\frac{1}{4}$ | + 0 | $\left(\alpha_{i_{1}}=0\right)$ |
| $<\frac{1}{2},>0$ | $+\quad+$ |  |
| $=0$ | $+\quad+$ | (equal) |
| $<0,>-12$ | complex |  |
| $=-12$ | - - | (equal) |
| $<-12$ | - - |  |
| $P$ interaction |  |  |
| $>1$ | + - |  |
| $=1$ | + 0 | $\left(\alpha_{i 1}=0\right)$ |
| $<1,>0$ | $+\quad+$ |  |
| $=0$ | $+\quad+$ | (equal) |
| $<0,>-1$ | $+\quad+$ |  |
| $=-1$ | $+0$ | $\left(\alpha_{i 2}=0\right)$ |
| $<-1$ | + - |  |

function:
(a)
(c)
$s=(2 j+1) K_{2 j}-\rho^{-1} K_{2 j+1} \quad \rho^{-1} K_{2 j+1} \quad \rho^{-1} K_{2 j+1}$,
$v_{1}=(j+1) K_{2 j+1}$
$\rho^{-1} K_{2 j+2}$
0, (37)
$v_{2}=j K_{2 j-1}$
$0 \quad \rho^{-1} K_{2 j}$.
When $j=0$, in place of (34) we have

$$
\begin{gather*}
d_{23}^{+}\left(d_{0}^{-} s+2 v_{1}\right)=\alpha_{i 1} s, \\
d_{0}\left(d_{3}^{+} v_{1}+2 s\right)=\alpha_{i 2} v_{1},  \tag{38}\\
0 \leq \rho<a,
\end{gather*}
$$

and the corresponding exterior region equations obtained by putting $\kappa=0$. We may again derive Eq. (35). Formal solutions corresponding to Table III (a), (b), (c), (f), (h), and (i) may be derived and are in fact identical to the forms found for $s$ and $v_{1}$ in that table when we put $j=0$ there. Exterior-region formal solutions corresponding to (37) are:

$$
\begin{array}{ll}
\quad \text { (a) } & \text { (b) } \\
s=\rho^{-1} K_{1} & K_{0},  \tag{39}\\
v=\rho^{-1} K_{2} & \rho^{-1} K_{2}+K_{1} .
\end{array}
$$

## B. $\boldsymbol{T}-\boldsymbol{A}$ Sector

From Eq. (I.46), for Case A, $j \neq 0$, we find in the interior region that $w$ satisfies

$$
\begin{equation*}
\left\{\Delta^{2}-\left(\alpha_{i 3}+\alpha_{i 4}+4\right) \Delta+\alpha_{i 3} \alpha_{i 4}\right\} w=0 \tag{40}
\end{equation*}
$$

which is very similar to Eq. (35). One can follow the argument for the $S-V$ sector from Eq. (35) to Eq. (37); but with the replacements $s \rightarrow w, v_{1} \rightarrow a_{1}, v_{2} \rightarrow a_{2}$, $\alpha_{i 1} \rightarrow \alpha_{i 3}, \alpha_{i 2} \rightarrow \alpha_{i 4}$, an explicit factor $j \rightleftarrows$ an explicit factor $(j+1)$, an explicit factor $(2 j+1)$ is unaltered, and exponents and Bessel-function orders are unaltered. There is a single exception-the analog of the form for $v_{1}$ in Table III ( f ) is

$$
a_{1}=-\frac{\alpha_{i 3}+4(j+1)}{8(j+1)} \rho^{2 j+1} .
$$

The nature of the roots for the various ranges and values of $\kappa$ for each type of interaction is shown in Table V.
We defer consideration of $\bar{w}$ and of the $j=0$ case [Eqs. (I.47) and (I.52)] and treat these with the $P$ sector solutions below.

From Eq. (I.46) for Case B we find that in the interior region $a$ satisfies

$$
\begin{equation*}
\left\{\Delta_{1}^{2}-\left(\alpha_{i 3}+\alpha_{i 4}+4\right) \Delta_{1}+\alpha_{i 3} \alpha_{i 4}\right\} a=0, \tag{41}
\end{equation*}
$$

where $\Delta_{1}=d_{2}^{+} d_{\frac{1}{2}}^{-}=d_{0}^{-} d_{\frac{3}{2}}^{+} . \Delta_{1}$ is also $\Delta$ with $j$

TAbLE V. The character of the roots of the quadratic equation corresponding to (40).

| $\kappa$ | Roots |  |  | $\kappa$ | Roots |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $S$ interaction |  |  | $T$ or $A$ interaction |  |  |  |
| $>1$ | + | $+$ |  | $>4$ | - | - |  |
| $=1$ | $+$ | 0 | $\left(\alpha_{i 3}=\alpha_{i 4}=0\right)$ | $=4$ | - | - | (equal) |
| $<1,>0$ | + | $+$ |  | $<4,>0$ |  |  |  |
| $=0$ |  | $+$ | (equal) |  | + | $+$ | (equal) |
| $<0$ |  |  |  | $<0,>-\frac{1}{2}$ | $+$ | $+$ |  |
|  |  |  |  | $=-\frac{1}{2}$ | + | 0 | $\begin{gathered} \left(\alpha_{i 3}=0 \text { for } T\right. \\ \left.\alpha_{i 4}=0 \text { for } A\right) \end{gathered}$ |
|  |  |  |  | $<-\frac{1}{2}$ | $+$ | - |  |
|  | $V$ interaction |  |  |  | $P$ interaction |  |  |
| $>\frac{1}{2}$ | + | - |  | $>1$ | $+$ | - |  |
| $=\frac{1}{2}$ | $+$ | 0 | $\left(\alpha_{i 4}=0\right)$ | $=1$ | $+$ | 0 | $\left(\alpha_{i 3}=0\right)$ |
| $<\frac{1}{2},>0$ | $+$ | $+$ |  | $<1,>0$ | + | $+$ |  |
| $=0$ | + | + | (equal) | $=0$ | $+$ | $+$ | (equal) |
| $<0,>-4$ |  |  |  | $<0,>-1$ | $+$ | + |  |
| $=-4$ | - | - | (equal) | $=-1$ | $+$ | 0 | ( $\alpha_{i 4}=0$ ) |
| $<-4$ | - | - |  | $<-1$ | + | - |  |

replaced by $j+\frac{1}{2}$. The analysis proceeds as for Case A, and the forms of solution are displayed in Table VI. Each form is the direct analog of the solution appearing in Table III which is indexed by the same letter [(a), (b), etc.]. The exterior-region solutions are

$$
\begin{array}{cccc} 
& \text { (a) } & \text { (b) } & \text { (c) } \\
a=K_{2 j+1} & \rho^{-1} K_{2 j+2} & \rho^{-1} K_{2 j+2}, \\
t_{1}=K_{2 j+2} & 2 \rho^{-1} K_{2 j+3} & 0, \\
t_{2}=K_{2 j} & 0 & 2 \rho^{-1} K_{2 j+1} . \tag{42}
\end{array}
$$

It is not necessary to consider the $T-A$-sector Case C of I separately, because of the symmetry shown in that paper to exist between Cases B and C.

$$
\text { C. } P \text { Sector }
$$

From Eq. (I.53) $p$ satisfies

$$
\begin{equation*}
\left(\Delta+\alpha_{i 5}\right) p=0, \quad 0 \leq \rho<a, \tag{43}
\end{equation*}
$$

for which the only solutions bounded as $\rho \rightarrow 0$ are

$$
\begin{aligned}
& \alpha_{i 5}>0, \quad p=\sigma^{-1} J_{2 j+1}(\sigma), \quad \sigma=\left(\alpha_{i 5}\right)^{\frac{1}{2}} \rho, \\
& \alpha_{i 5}=0, \quad p=\rho^{2 j}, \\
& \alpha_{i 5}<0, \quad p=\sigma^{-1} I_{2 j+1}(\sigma), \quad \sigma=\left(-\alpha_{i 5} \frac{1}{\frac{1}{2}} \rho .\right.
\end{aligned}
$$

The exterior-region solution is

$$
\begin{equation*}
p=\rho^{-1} K_{2 j+1}(\rho) . \tag{45}
\end{equation*}
$$

From Eqs. (I.47) and (I.52), the $T-A$-sector Case A equations for $\bar{w}$ and $a_{1}$, respectively, are

$$
\begin{align*}
\left(\Delta+\alpha_{i 3}\right) \bar{w}=0, & j \neq 0,  \tag{46}\\
\left(\Delta_{1}+\alpha_{i 4}\right) a_{1}=0, & j=0 \tag{47}
\end{align*}
$$

in the interior region. The solution of each follows immediately from (44) upon replacing $\alpha_{i 5}$ with $\alpha_{i 3}, \alpha_{i 4}$ respectively, and also $j$ by $\frac{1}{2}$ in the latter case. In the exterior region, $\bar{w}$ satisfies (45) and

$$
\begin{equation*}
a_{1}=\rho^{-1} K_{2}(\rho) . \tag{48}
\end{equation*}
$$

## 6. NUMERICAL RESULTS

We consider first the cases discussed in Sec. 5C of this paper.
The boundary conditions relating internal and external solutions are that the radial functions and their derivatives are continuous at the well radius $\rho=a$. Thus for $\alpha_{i 5}$ positive, from (44) and (45) we

Table VI. Solutions of the $T-A$ Sector, Case Bequations.

| $a$ | $t_{1}$ | $t_{2}$ |  |
| :---: | :---: | :---: | :---: |
| $\rho^{-1} I_{2 j+2}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\alpha_{64}-\eta^{2}\right) \sigma^{-1} I_{24+3}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\alpha_{i 1}-\eta^{2}\right) \sigma_{1}^{-1} I_{29+1}\left(\sigma_{1}\right)$ | (a) |
| $\mathrm{P}^{-1 J_{3 t+2}(\sigma)}$ | $\frac{1}{2}\left(\alpha_{54}+\beta^{2}\right) \sigma^{-1} J_{2 j+3}(\sigma)$ | $-\frac{1}{2}\left(\alpha_{44}+\beta^{2}\right) \sigma^{-1} J_{2 j+1}(\sigma)$ | (b) |
| $\boldsymbol{\rho}^{2 j+1}$ | $\left.\cdots{ }_{0}+\beta\right)^{0}$ | $8(j+1) \rho^{2 j} / \alpha_{i 3}$ | (c) |
| 0 | $\mathrm{P}^{-1} J_{2 /+8}\left(\alpha_{i 8}^{\ddagger} \rho\right)$ | $-\rho^{-1} J_{2 j+1}\left(\alpha_{i 3}^{\frac{1}{3}} \rho\right)$ | (d) |
| 0 | $\rho^{-1} I_{2 i+3}\left(\left\|\alpha_{i s}\right\|^{\frac{1}{2}} \rho\right)$ | $\rho^{-1} I_{2 j+1}\left(\left\|\alpha_{i 3}\right\|^{\frac{1}{2}} \rho\right)$ | (e) |
| $(2 j+3) \rho^{2 j+1}$ | $-\rho^{2 j+2}$ | $\frac{1}{2}(2 j+3)\left(\alpha_{i 4}+2\right) \rho^{2 j+2}$ | (f) |
| $0$ | ${ }^{0}{ }^{0}$ |  | (g) |
| $\eta I_{21+1}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\alpha_{34}-\eta^{2}\right) I_{2 j+8}\left(\sigma_{1}\right)-\alpha_{i 4} \sigma_{1}^{-1} I_{2 j+3}\left(\sigma_{1}\right)$ | $\frac{1}{2}\left(\alpha_{i 4}-\eta^{2}\right) I_{23}\left(\sigma_{1}\right)-\eta^{2} \sigma^{-1} I_{2 i+1}\left(\sigma_{1}\right)$ | (h) |
| $\beta J_{2 i+1}(0)$ | $\frac{1}{2}\left(\alpha_{i 4}+\beta^{2}\right) J_{2 j+8}(\sigma)-\alpha_{i 4} \sigma^{-1} J_{2 j+3}(\sigma)$ | $-\frac{1}{2}\left(\alpha_{i 4}+\beta^{2}\right) J_{3 j}(\sigma)-\beta^{2} \sigma^{-1} J_{2 j+1}(\sigma)$ | (i) |

Table VII. Numerical values of $z_{j, 1}$.

|  |  |  |  |  |  |
| :--- | :--- | ---: | ---: | ---: | ---: |
|  | $s$ | $j=0$ | $\frac{1}{2}$ | 1 | $\frac{3}{2}$ |
| $a=1$ | 1 | 2.65 | 3.92 | 5.18 | 6.40 |
|  | 2 | 5.64 | 7.07 | 8.44 | 9.78 |
|  | 3 | 8.73 | 10.21 | 11.64 | 13.03 |
|  | 4 | 11.85 | 13.35 | 14.81 | 16.23 |
|  | 5 | 14.97 | 16.49 | 17.97 | 19.42 |
| $a=2$ | 1 | 2.88 | 4.07 | 5.27 | 6.47 |
|  | 2 | 5.79 | 7.16 | 8.51 | 9.82 |
|  | 3 | 8.83 | 10.28 | 11.68 | 13.06 |
|  | 4 | 11.93 | 13.40 | 14.85 | 16.26 |
|  | 5 | 15.04 | 16.54 | 18.00 | 19.44 |

have at $\rho=a$, putting $\beta=\left(\alpha_{i 5}\right)^{\frac{1}{2}}$,

$$
\begin{equation*}
a \frac{K_{2 j}(a)}{K_{2 j+1}(a)}=-\beta a \frac{J_{2 j}(\beta a)}{J_{2 j+1}(\beta a)} . \tag{49}
\end{equation*}
$$

Since the left member is positive for all values of $a, \beta$ must be chosen so that $J_{2 j}(\beta a) / J_{2 j+1}(\beta a)$ is negative. If $j_{v, s}$ is the $s$ th positive zero of $J_{v}(z)^{19}$ :

$$
j_{v, s}<j_{v+1, s}<j_{v, s+1}
$$

From this it follows that $z J_{2 j}(z) / J_{2 j+1}(z)$ decreases from zero to minus infinity as $z$ goes from $j_{29, s}$ to $j_{2 j+1,8}$. Thus given $a$, there is a solution of (49) for some value of $\beta a$ lying between $j_{2 j, s}$ and $j_{2 j+1,8}$ for each $s=1,2, \cdots$. Furthermore, if $z_{j, s}$ is this value,

$$
\begin{equation*}
\beta=z_{j, 8} / a \tag{50}
\end{equation*}
$$

and since $z_{1, s}$ varies only over the small range $j_{2 j, 8}<$ $\cdot z_{j, 8}<j_{2 J+1,8}$, we have approximately

$$
\beta \propto a^{-1}
$$

for each of the (discrete infinity of) values of $\beta$ corresponding to a given $a$. This approximation is least good for small $j$ and $s ; z_{0,0}$ varies by about $60 \%$ over the complete range of $a$, but for example, $z_{3,3}$ has a $10 \%$ variation and $z_{0,20}$ a $2 \%$ variation. Numerical values for some $z_{j, s}$ are shown in Table VII for two values of $a$.

When $\alpha_{i 5}$ is negative we have $I$ instead of $J$ functions in the right member of (49). But (49) then has no solution, since its left and right members are, respectively, positive and negative. A somewhat similar result follows when $\alpha_{i 5}=0$. Solutions therefore exist only for $\alpha_{i 5}>0$. For $S, T$, and $P$ interactions ( $i=1,3,5$ ) this implies that the well depth $\kappa$ must exceed a certain value $\kappa_{m}\left(1, \frac{1}{8}, 1\right.$, respectively) in order that the system can bind to zero mass. For $\kappa>\kappa_{m}$

[^53]there are infinite series of widths $a$ possible, and from (50)
\[

$$
\begin{equation*}
a^{2}=\frac{z_{j, s}^{2}}{c_{i 5}} \frac{1}{\kappa-\kappa_{m}} \dot{\propto} \frac{1}{\kappa-\kappa_{m}} . \tag{51}
\end{equation*}
$$

\]

The similarity to results for the boson-boson system of Sec. 3 is clear with $z_{j, s}^{2}$ being the analog of $h$. In contrast to $h, z_{j, s}$ is, however, strictly bounded. For $V$ and $A$ interactions, only negative values of $\kappa$ less than $-\frac{1}{4}\left(=-\kappa_{m}^{\prime}\right.$, say) give zero-mass states and in place of (51) we have

$$
\begin{equation*}
a^{2}=\frac{z_{j, \mathrm{~s}}^{2}}{\left(-c_{i 5}\right)} \frac{1}{\kappa^{\prime}-\kappa_{m}^{\prime}} \dot{\propto} \frac{1}{\kappa^{\prime}-\kappa_{m}^{\prime}} \tag{52}
\end{equation*}
$$

where $\kappa^{\prime}=-\kappa$. Comparing the signs of $\kappa$ with the signs of $\epsilon$ in Sec. 4, we see that the exchange potentials there correspond with square-well potentials that produce bound states (of zero mass) for $S$ or $V$ interactions, but not $A$ or $P$ interactions. Let us consider this more carefully. In place of (43), the exchange potential gives rise to the radial-differential equation

$$
\begin{equation*}
(\Delta-1) g(\rho)=-4 \epsilon c_{i 5} \lambda \cdot \frac{\mu}{m \rho} \cdot K_{1}\left(\frac{\mu}{m} \cdot \rho\right) g(\rho) \tag{53}
\end{equation*}
$$

For $\lambda \geq \lambda_{0}=(2 j+1)^{2} /\left(4 \epsilon c_{i 5}\right)$, neither solution satisfies the Mandelstam criterion at the origin. For $\lambda<$ $\lambda_{0}$, one solution does not satisfy the Mandelstam criterion and the other does. However, at least for $\mu=0$, the latter solution increases at infinity and is therefore unacceptable. Hence we have the "Goldstein problem."

If we try to match the field-theoretical potential with the square well, it seems natural to associate the dividing value $\lambda_{0}$ with $\kappa_{m}$ or $\kappa_{m}^{\prime}$. Consequently we assume

$$
\frac{\kappa}{\lambda}=\frac{1}{c_{i 5}}\left[\frac{(2 j+1)^{2}}{4 \epsilon \epsilon_{i 5}}\right]^{-1}
$$

or

$$
\begin{equation*}
\kappa=4 \in \lambda /(2 j+1)^{2} . \tag{54}
\end{equation*}
$$

If we again take $a=\xi(m / \mu)$ we obtain as the analog of (29):

$$
\begin{equation*}
\lambda=\frac{\epsilon(2 j+1)^{2}}{4 c_{i j}}\left[1+\frac{1}{\xi^{2}} \cdot \frac{\mu^{2}}{m^{2}} \cdot z_{j, s}^{2}\right] \tag{55}
\end{equation*}
$$

Since $\lambda$ must be positive, this result can obtain, as mentioned above, only for $S$ or $V$ interactions.

We see that, even allowing a cutoff procedure by matching with a square well, one cannot obtain $P$-sector zero-mass states with $A$ or $P$ interactions and, in particular, no $0^{-}$state is produced this way.


Fig. 3. Curves of zero total mass for a spin- $\frac{1}{2}$ fermion-antifermion $0^{+}$system with a vector-interaction square-well potential of radius $a / m$ and depth $\epsilon \kappa m^{2}$.

For $\bar{w}$, only $S, T, P$ interactions can produce bound states and, of these, only $S$ has the same welldepth sign as for the exchange potential.

From (47), for $a_{1}$ with $j=0$, there is no bound state with a $T$ interaction and of the others only $S$ and $P$ interactions agree with the exchange potential signs.

As a further example let us consider the numerical solutions for $j=0$ in the $S-V$ sector for each interaction type. According to Table I, the bound system has $J=0$, positive parity, and positive charge parity. Using a computer for all regions of $\kappa$ where the corresponding quadratic has real roots (see Table IV for these regions), we find sets of solutions for zero total mass in the following seven cases:
(i) $\quad V$ interaction $\kappa>\frac{1}{4}$
(ii)* $V$ interaction $\kappa<-\frac{1}{2}$
(iii) $T$ interaction $\kappa>\frac{1}{6}$
(iv) $T$ interaction $\kappa<-\frac{4}{3}$
(v) $A$ interaction $\kappa \leq-12$
(vi) $P$ interaction $\kappa>1$
(vii)* $P$ interaction $\kappa<-1$.

The asterisks mark cases where the well has the same sign as the corresponding model field-theoretical potential. Graphs of well-width vs well-depth for cases (ii) and (vii) are given in Figs. 3 and 4 respectively. The curves are clearly again of the approximate form of (51).

Defining $h_{V}=-a^{2}\left(\kappa+\frac{1}{2}\right), h_{P}=-a^{2}(\kappa+1)$ for (ii) and (vii) we demonstrate the comparatively small variation of these quantities in Fig. 5 for the curve of smallest $a$ for given $\kappa$. Also, using analytical forms for the functions involved near the origin, we have
been able to obtain the result that asymptotically as $a \rightarrow 0, h_{V} \rightarrow \frac{12}{7}, h_{R} \rightarrow 8$.

It is clear that for $V, T$, and $P$ interactions the potential is attractive for both signs of $\kappa$.

No attempt has been made to carry out numerical calculations for regions where the corresponding quadratic has complex solutions, but we can perhaps gain some idea of what to expect by the following considerations. We notice that no zero-mass solutions are found for cases where the corresponding quadratic has real roots which are either both positive or one positive and one zero. On the other hand, zero-mass solutions are always found where there are real roots at least one of which is negative and where the corresponding range of $\kappa$ is infinite. Positive roots correspond to monotonic functions and negative roots to oscillating functions in the interior of the well. For complex arguments the functions are of the type $\operatorname{Re} J_{n}(z), \operatorname{Im} J_{n}(z)$, and asymptotically

$$
\begin{aligned}
& \operatorname{Re} J_{n}(z) \sim(2 \pi r)^{-\frac{1}{2}} e^{r \sin (|\alpha|)} \cos \theta \\
& \operatorname{Im} J_{n}(z) \sim(2 \pi r)^{-\frac{1}{-2}} e^{r \sin (|\alpha|)}(\alpha /|\alpha|) \sin \theta,
\end{aligned}
$$

where

$$
\begin{aligned}
& z=r e^{i \alpha} \\
& \theta=r \cos \alpha+\frac{1}{2}|\alpha|-\frac{1}{2}\left(n+\frac{1}{2}\right) \pi
\end{aligned}
$$

Thus for $\alpha \neq \frac{1}{2} \pi$, both $\operatorname{Re} J_{n}(z)$ and $\operatorname{Im} J_{n}(z)$ are oscillating. From this it seems likely that massless bound states will be found for the $S$ interaction when $\kappa<0$, but not for the complex regions for the $V$ or $T$ interactions. With the $A$ interaction the region $0>$ $\kappa>-12$ may give massless states, since it is contiguous to the infinite region $\kappa \leq-12$ which does have such states. Neither for the $S$ nor the $A$ interaction, however, must we necessarily expect that solutions will be found right up to the region boundary at $\kappa \rightarrow 0$.


Fig. 4. Curves of zero total mass for a spin- $\frac{1}{2}$ fermion-antifermion $0^{+}$system with a pseudoscalar-interaction square-well potential of radius $a / m$ and depth $\epsilon \kappa m^{2}$.


Fig. 5. The quantities $4 h_{V}, h_{P}$ for the curves of least $a$ for given $\kappa$ from Figs. 3 and 4 respectively, plotted as a function of $\kappa$. The asymptotic values $h_{V} \rightarrow \frac{12}{7}\left(4 h_{V} \rightarrow 6.86\right), h_{P} \rightarrow 8$ are indicated.
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## APPENDIX

Let the quadratic equation

$$
\begin{equation*}
F(X) \equiv X^{2}+2 b X+c=0 \tag{Al}
\end{equation*}
$$

have real coefficients $b, c$ and suppose its roots are $-\beta^{2},-\gamma^{2}$ so that we may write

$$
\begin{equation*}
X^{2}+2 b X+c \equiv\left(X+\beta^{2}\right)\left(X+\gamma^{2}\right) \tag{A2}
\end{equation*}
$$

Consider the general fourth-order differential equation in $\Delta$ with real coefficients

$$
\begin{equation*}
F(\Delta) f(\rho)=0 \tag{A3}
\end{equation*}
$$

The character of its solutions depends on that of the roots of (A1) and we consider the various cases separately.

Case $A: c \neq 0, b^{2}-c \neq 0 . \beta^{2}, \gamma^{2}$ are nonzero and unequal and the solutions of (A3) are those of

$$
\begin{equation*}
\left(\Delta+\beta^{2}\right) f=0 \tag{A4}
\end{equation*}
$$

together with those of

$$
\begin{equation*}
\left(\Delta+\gamma^{2}\right) f=0 \tag{A5}
\end{equation*}
$$

A complete set is therefore given by

$$
\begin{array}{ll}
\rho^{-1} J_{2 j+1}(\beta \rho), & \rho^{-1} Y_{2 j+1}(\beta \rho), \\
\rho^{-1} J_{2 j+1}(\gamma \rho), & \rho^{-1} Y_{2 j+1}(\gamma \rho), \tag{A6}
\end{array}
$$

where $\beta, \gamma$ are convenient square roots of the possibly complex quantities $\beta^{2}, \gamma^{2}$.

If $b^{2}-c>0$ then $\beta^{2}, \gamma^{2}$ are real, and if they are positive then taking the positive square roots gives the set (A6) of solutions in real form. If (say) $\beta^{2}$ is negative, the solutions of (A3) obtained from (A4) are real if we take them to be

$$
\begin{equation*}
\rho^{-1} I_{2 j+1}(|\beta| \rho), \quad \rho^{-1} K_{2 j+1}(|\beta| \rho) \tag{A7}
\end{equation*}
$$

If $b^{2}-c<0, \gamma=\bar{\beta}$ and since $J_{v}(\bar{z})=\overline{J_{v}(z)}$, $Y_{v}(\bar{z})=\overline{Y_{v}(z)}$, a real complete set of solutions is

$$
\begin{array}{ll}
\operatorname{Re}\left(\rho^{-1} J_{2 j+1}(\beta \rho)\right), & \operatorname{Im}\left(\rho^{-1} J_{2 j+1}(\beta \rho)\right), \\
\operatorname{Re}\left(\rho^{-1} Y_{2 j+1}(\beta \rho)\right), & \operatorname{Im}\left(\rho^{-1} Y_{2 j+1}(\beta \rho)\right), \tag{A8}
\end{array}
$$

and we suppose $-\frac{1}{2} \pi<\arg (\beta)<\frac{1}{2} \pi$.
Case B: $c \neq 0, b^{2}-c=0$. Equation (A3) becomes

$$
\begin{equation*}
\left(\Delta+\beta^{2}\right)^{2} f=0 \tag{A9}
\end{equation*}
$$

If $f_{1}$ satisfies (A4), it satisfies (A9); and it is easily shown that $\left[\partial / \partial\left(\beta^{2}\right)\right] f_{1}$ also satisfies (A9). A complete real set for $\beta$ positive is, therefore,

$$
\begin{equation*}
\rho^{-1} J_{2 j+1}(\beta \rho), \quad \rho^{-1} Y_{2 j+1}(\beta \rho), \quad J_{2 j}(\beta \rho), \quad Y_{2 j}(\beta \rho) \tag{A10}
\end{equation*}
$$

and, for $\beta^{2}$ negative,

$$
\begin{align*}
\rho^{-1} I_{2 j+1}(|\beta| \rho), & \rho^{-1} K_{2 j+1}(|\beta| \rho) \\
I_{2 j}(|\beta| \rho), & K_{2 j}(|\beta| \rho) \tag{A11}
\end{align*}
$$

Case C: $c=0, b \neq 0$. Just one root of (A1) vanishes and the corresponding solutions are

$$
\begin{equation*}
\rho^{2 j}, \quad \rho^{-2(j+1)} \tag{A12}
\end{equation*}
$$

Case D: $c=0, b=0$. The complete set of solutions is

$$
\begin{equation*}
\rho^{2(j+1)}, \quad \rho^{2 j}, \quad \rho^{-2 j}, \quad \rho^{-2(j+1)} . \tag{A13}
\end{equation*}
$$
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#### Abstract

A simple method is presented for the evaluation of time-dependent thermal averages relating to the Debye-Waller form.


Recently, Terwiel ${ }^{1}$ has presented a method of evaluating averages of the Debye-Waller form

$$
\begin{gather*}
\left\langle e^{\theta}\right\rangle \equiv \operatorname{Tr} e^{-\beta H} e^{\theta} / \operatorname{Tr} e^{-\beta H}, \quad \beta=1 / k_{B} T, \\
H=\sum_{i} \omega_{i}\left(a_{i}^{\dagger} a_{i}+\frac{1}{2}\right), \quad \theta=\sum_{i}\left(C_{i} a_{i}+D_{i} a_{i}^{\dagger}\right), \\
{\left[a_{i}, a_{j}^{\dagger}\right]=\delta_{i j}, \quad\left[a_{i}, a_{j}\right]=0, \quad \text { etc. },} \tag{1}
\end{gather*}
$$

which, apart from the cyclic property of the trace, employs only the relations

$$
\begin{align*}
e^{-\beta H} a_{i} e^{\beta H} & =e^{\beta \omega} a_{i}  \tag{2a}\\
e^{\lambda \theta} a_{i} e^{-\lambda \theta} & =a_{i}-\lambda D_{i} . \tag{2b}
\end{align*}
$$

One calculates $\left\langle e^{\theta}\right\rangle$ by using the expression

$$
\begin{equation*}
F(\lambda) \equiv\left\langle e^{\lambda \theta}\right\rangle \tag{3}
\end{equation*}
$$

and by utilizing the properties of the differential form

$$
\begin{equation*}
d F / d \lambda=\sum_{i} f_{i} \tag{4}
\end{equation*}
$$

Terwiel's approach to the calculation of thermal averages-illustrated in relations (2) through (4)is not limited solely to the evaluation of expressions in the Debye-Waller form involving only a thermal factor. For example, his methods can easily be extended to include an evaluation of $K(t)$, such that

$$
K(t)=\int_{-\infty}^{\infty} d \omega e^{-i \omega t} K(\omega),
$$

were $K(t)$ is the transform of the radiative spectralabsorption function $K(\omega)$ corresponding to the absorption of external radiation by a defect or impurity electron trapped in a crystalline lattice. In fact, it is possible to calculate a variety of thermally averaged multiple-time functions by using an extension of his procedure.

To see how this can be done, first consider a general time-dependent thermal average $\langle A(q, p ;\{t\})\rangle$, subject to the conditions ${ }^{2}$

$$
\begin{equation*}
\langle A(q, p ;\{t\})\rangle=\prod_{i}\left\langle A_{i}(q, p ;\{t\})\right\rangle \tag{5a}
\end{equation*}
$$

[^54]\[

$$
\begin{gathered}
A_{i}(q, p ;\{t\})=e^{\theta_{i}\left(q, t_{q}\right)} e^{\theta_{i}\left(q+1, t_{q+1}\right) \cdots e^{\theta_{i}\left(v, t_{p}\right)},} \\
p \geq q \text { are integers, } \\
\theta_{i}(q, t)=e^{i H t} \theta_{i}(q) e^{-i H t}, \quad \theta_{i}(q)=c_{i}(q) a_{i}+d_{i}(q) a_{i}^{\dagger}
\end{gathered}
$$
\]

$$
\begin{equation*}
\left[\theta_{i}(q), \theta_{j}\left(q^{\prime}\right)\right]=0 \tag{5c}
\end{equation*}
$$

We are particularly interested in the sequence $\langle A(1, p ;\{t\})\rangle$. In the case of the example ${ }^{3}$ just mentioned, $K(t)$ would become $\langle A(1,2 ;\{t\})\rangle$, with

$$
\begin{aligned}
c_{i}(1) & =-\left[v_{i}(g)-v_{i}(e)\right] / \omega_{i}, \\
d_{i}(1) & =\left[v_{i}(g)-v_{i}(e)\right] / \omega_{i}, \\
c_{i}(2) & =-\left[v_{i}(e)-v_{i}(g)\right] / \omega_{i}, \\
d_{i}(2) & =\left[v_{i}(e)-v_{i}(g)\right] / \omega_{i},
\end{aligned}
$$

where $v_{i}(g)$ and $v_{i}(e)$ are the distortions in the equilibrium position of the $i$ th lattice mode with the trapped electron in the ground ( $g$ ) and excited (e) states, respectively. In place of Terwiel's expressions (2b), (3), and (4), we use
$e^{\theta_{i}(q)} a_{i} e^{-\theta_{i}(q)}=a_{i}-d_{i}(q), \quad e^{\theta_{i}(q)} a_{i}^{\dagger} e^{-\theta_{i}(q)}=a_{i}^{\dagger}+c_{i}(q)$,
and

$$
\begin{equation*}
\left(d / d t_{q}\right)\left\langle A_{i}(1, p ;\{t\})\right\rangle=f_{i}^{q}(1, p ;\{t\}) \tag{6}
\end{equation*}
$$

With the aid of (1), (5c), and (6), we first write the commutator expressions

$$
\begin{align*}
{\left[a_{i}(t), e^{ \pm \theta_{i}\left(q, t^{\prime}\right)}\right] } & = \pm d_{i}(q) e^{-i \omega_{i}\left(t-t^{\prime}\right)} e^{ \pm \theta_{i}\left(q, t^{\prime}\right)}  \tag{8a}\\
{\left[a_{i}^{\dagger}(t), e^{ \pm \theta_{i}\left(a, t^{\prime}\right)}\right] } & =\mp c_{i}(q) e^{i i_{i}\left(t-t^{\prime}\right)} e^{ \pm \theta_{i}\left(a, t^{\prime}\right)} \tag{8b}
\end{align*}
$$

from which we obtain

$$
\begin{equation*}
\left[a_{i}(t), A_{i}(q, p ;\{t\})\right]=\sum_{x=\alpha}^{p} d_{i}(x) e^{-\left\{\omega_{i}\left(t-t_{x}\right)\right.} A_{i}(q, p ;\{t\}) \tag{9a}
\end{equation*}
$$

$\left[a_{i}^{\dagger}(t), A_{i}(q, p ;\{t)]=-\sum_{x=q}^{p} c_{i}(x) e^{i \omega_{i}(t-t)} A_{i}(q, p ;\{t\})\right.$,

[^55]upon applying (5b). Using (2a), (9a), and the cyclic property of the trace, we then obtain the expression
\[

$$
\begin{align*}
& \left\langle A_{i}(1, q ;\{t\}) a_{i}(t) A_{i}(q+1, p ;\{t\})\right\rangle \\
& =\left[N_{i} \sum_{x=1}^{q} d_{i}(x) e^{-i \omega_{i}\left(t-t_{x}\right)}\right. \\
& \left.+\left(N_{i}+1\right) \sum_{x=q+1}^{p} d_{i}(x) e^{-i \omega_{i}\left(t-t_{x}\right)}\right]\left\langle A_{i}(1, p ;\{t\})\right\rangle \\
& \quad N_{i}=\left(e^{\beta \omega_{i}}-1\right)^{-1} . \tag{10}
\end{align*}
$$
\]

An equivalent expression is constructed for $a_{i}^{\dagger}(t)$ from (10) by interchanging $N_{i}$ and $N_{i}+1$, replacing $d_{i}(x)$ by $c_{i}(x)$, and affixing a positive sign to the timedependent exponential. Applying the identity

$$
e^{\theta_{i}\left(q, t_{u}\right)} \equiv e^{i H t_{t_{i}}} e^{\theta_{i}(q)} e^{-i H t_{a}}
$$

to $A_{i}(1, p ;\{t\})$, we differentiate $A_{i}(1, p ;\{t\})$ with respect to $t_{q}$ to obtain

$$
\begin{array}{r}
f_{i}^{q}(1, p ;\{t\})=i \omega_{i}\left\langleA _ { i } ( 1 , q ; \{ t \} ) \left[ d_{i}(q) a_{i}^{\dagger}\left(t_{q}\right)-c_{i}(q) a_{i}\left(t_{q}\right)\right.\right. \\
\left.\left.-c_{i}(q) d_{i}(q)\right] A_{i}(q+1, p ;\{t\})\right\rangle(11) \tag{11}
\end{array}
$$

with the aid of (8a) and (8b) and (7). Inserting (10) along with the equivalent expression for $a_{i}^{\dagger}(t)$ into (11) we arrive at a first-order differential equation:

$$
\begin{aligned}
& \frac{d}{d t_{q}}\left\langle A_{i}(1, p ;\{t\})\right\rangle \\
&= i \omega_{i}\left(\sum _ { x = 1 } ^ { q - 1 } \left[d_{i}(q) c_{i}(x)\left(N_{i}+1\right) e^{i \omega_{i}\left(t_{q}-t_{x}\right)}\right.\right. \\
&\left.\quad-c_{i}(q) d_{i}(x) N_{i} e^{-i \omega_{i}\left(t_{q}-t_{x}\right)}\right] \\
&+\sum_{x=q+1}^{p}\left[d_{i}(q) c_{i}(x) N_{i} e^{i \omega_{i}\left(t_{q}-t_{x}\right)}\right. \\
&\left.\left.\quad-c_{i}(q) d_{i}(x)\left(N_{i}+1\right) e^{-i \omega_{i}\left(t_{q}-t_{x}\right)}\right]\right\}\left\langle A_{i}(1, p ;\{t\})\right\rangle
\end{aligned}
$$

whose solution using (5d) may be expressed as

$$
\begin{array}{r}
\left\langle A_{i}(1, p ;\{t\})\right\rangle=\exp \left\{\frac { 1 } { 2 } \sum _ { q = 1 } ^ { p } \sum _ { q ^ { \prime } = 1 } ^ { p } c _ { i } ( q ) d _ { i } ( q ^ { \prime } ) \left[N_{i} g_{i}^{-}\left(t_{q}, t_{q^{\prime}}\right)\right.\right. \\
\left.\left.+\left(N_{i}+1\right) g_{i}^{+}\left(t_{q}, t_{q^{\prime}}\right)\right]\right\} \tag{12}
\end{array}
$$

in terms of an ordered function

$$
\begin{aligned}
g_{i}^{ \pm}\left(t_{q}, t_{q^{\prime}}\right) & =e^{ \pm i \omega_{i}\left(t_{q}-t_{q^{\prime}}\right)}, & & q>q^{\prime} \\
& =1, & & q=q^{\prime} \\
& =e^{ \pm i \omega_{i}\left(t_{q^{\prime}}-t_{q}\right)}, & & q<q^{\prime}
\end{aligned}
$$

If we arbitrarily assign, for example,

$$
\sum_{i} \sum_{q=1}^{D} \theta_{i}(q)=\lambda \theta \equiv \lambda \sum_{i}\left(C_{i} a_{i}+D_{i} a_{i}^{\dagger}\right)
$$

then employing (5a) and (12) we get
$\langle A(1, p ;\{0\})\rangle=F(\lambda)=\exp \left[\frac{1}{2} \lambda^{2} \sum_{i} C_{i} D_{i} \operatorname{coth} \frac{1}{2} \beta \omega_{i}\right]$,
in agreement with Terwiel. An alternate form for $\left\langle A_{i}(1, p ;\{t\})\right\rangle$ may be obtained from (12) by defining a constant
$M_{i}(q)=\left\langle e^{\theta_{i}\left(q, t_{v}\right)}\right\rangle=\exp \left[\frac{1}{2} c_{i}(q) d_{i}(q) \operatorname{coth} \frac{1}{2} \beta \omega_{i}\right]$
and a time-dependent function

$$
\begin{align*}
& G_{i}\left(q, q^{\prime} ; t_{q}-t_{q^{\prime}}\right) \\
& =\left\langle e^{\theta_{i}\left(q, t_{q}\right)} e^{\theta_{i}\left(q^{\prime}, t_{q^{\prime}}\right)}\right\rangle / M_{i}(q) M_{i}\left(q^{\prime}\right) \\
& =\exp \left\{c_{i}(q) d_{i}\left(q^{\prime}\right)\left[N_{i} e^{i \omega_{i}\left(t_{q}-t_{q^{\prime}}\right)}+\left(N_{i}+1\right) e^{-i \omega_{i}\left(t_{q^{\prime}}-t_{q^{\prime}}\right)}\right]\right\} \tag{13b}
\end{align*}
$$

In terms of (13a) and (13b), expression (12) becomes

$$
\begin{equation*}
\left\langle A_{i}(1, p ;\{t\})\right\rangle=\prod_{q=1}^{p}\left[M_{i}(q) \prod_{x=q+1}^{p} G_{i}\left(q, x ; t_{q}-t_{x}\right)\right] . \tag{14}
\end{equation*}
$$

If expressions for averages involving products of $A, a$, and $a^{\dagger}$ are desired (such as one encounters in electron-lattice theory upon introducing a canonical transformation to displace the phonon oscillators ${ }^{4}$ ), we can define

$$
\begin{equation*}
c_{i}(q)=\lambda_{q} \bar{c}_{i}(q), \quad d_{i}(q)=\lambda_{q} d_{i}(q) \tag{15}
\end{equation*}
$$

such that, after differentiating with respect to $\lambda_{\sigma}$ and, using (11), we can construct the relations

$$
\begin{align*}
& O\left(a_{i} ; q, \lambda_{q}, t_{q}\right) e^{\theta_{i}\left(q, t_{q}\right)} \\
& \quad \equiv-\frac{1}{2}\left[\frac{1}{i \omega_{i} c_{i}(q)} \frac{d}{d t_{q}}-\frac{1}{\bar{c}_{i}(q)} \frac{d}{d \lambda_{q}}+d_{i}(q)\right] e^{\theta_{i}\left(q, t_{q}\right)} \\
& \quad=e^{\theta_{i}\left(q, t_{q}\right)} a_{i}\left(t_{q}\right),  \tag{16a}\\
& \begin{aligned}
O\left(a_{i}^{\dagger} ; q,\right. & \left.\lambda_{q}, t_{q}\right) e^{\theta_{i}\left(q, t_{q}\right)} \\
& \equiv \frac{1}{2}\left[\frac{1}{i \omega_{i} d_{i}(q)} \frac{d}{d t_{q}}+\frac{1}{d_{i}(q)} \frac{d}{d \lambda_{q}}+c_{i}(q)\right] e^{\theta_{i}\left(q, t_{u}\right)} \\
& =e^{\theta_{i}\left(q, t_{q}\right)} a_{i}^{\dagger}\left(t_{q}\right)
\end{aligned}
\end{align*}
$$

For example, consider the average

$$
\left\langle e^{\theta_{i}\left(1, t_{1}\right)} a_{i}\left(t_{1}\right) e^{\theta_{i}\left(2, t_{2}\right)} a_{i}^{\dagger}\left(t_{2}\right)\right\rangle
$$

Applying (16a) and (16b), we conclude that

$$
\begin{aligned}
& \left\langle e^{\theta_{i}\left(1, t_{1}\right)} a_{i}\left(t_{1}\right) e^{\theta_{i}\left(2, t_{2}\right)} a_{i}^{\dagger}\left(t_{2}\right)\right\rangle \\
& \quad=O\left(a_{i} ; 1, \lambda_{1}, t_{1}\right) O\left(a_{i}^{\dagger} ; 2, \lambda_{2}, t_{2}\right)\left\langle A_{i}(1,2 ;\{t\})\right\rangle
\end{aligned}
$$

and upon inserting (14) we obtain

$$
\begin{aligned}
& \left\langle e^{\theta_{i}\left(1, t_{1}\right)} a_{i}\left(t_{1}\right) e^{\theta_{i}\left(2, t_{2}\right)} a_{i}^{\dagger}\left(t_{2}\right)\right\rangle \\
& =O\left(a_{i} ; 1, \lambda_{1}, t_{1}\right) O\left(a_{i}^{\dagger} ; 2, \lambda_{2},\right. \\
& \\
& \left.\quad t_{2}\right) M_{i}(1) M_{i}(2) \\
& \\
& \quad \times G_{i}\left(1,2 ; t_{1}-t_{2}\right)
\end{aligned}
$$

[^56]which can be evaluated by using (13a) and (13b). A large variety of thermal averages can be evaluated in a similar fashion by using combinations of (16a), (16b), and (8a), (8b) in conjunction with (5a), (14), (13a), and (13b).
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[^57]well known that large classes of unitary irreducible representations of semisimple Lie groups (including, in particular, the conformal group) can also be written as induced representations.

The relationship of representations of the Poincaré group to those of the conformal group also leads to the following question: By an appropriate choice of representations of the conformal group, is it possible to eliminate the continuous-spin mass-zero representations of the Poincaré group? In his classic analysis of the Poincare group Wigner ${ }^{6}$ showed that for the mass-zero representations, two types of spin representations arise: those corresponding to a discrete spin which are associated with such particles as the photon and neutrino, and those corresponding to a continuous spin which seem to have no counterpart in nature, because, perhaps, they would have peculiar physical properties. ${ }^{7}$
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## I. INTRODUCTION
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[^59]well known that large classes of unitary irreducible representations of semisimple Lie groups (including, in particular, the conformal group) can also be written as induced representations.

The relationship of representations of the Poincaré group to those of the conformal group also leads to the following question: By an appropriate choice of representations of the conformal group, is it possible to eliminate the continuous-spin mass-zero representations of the Poincaré group? In his classic analysis of the Poincare group Wigner ${ }^{6}$ showed that for the mass-zero representations, two types of spin representations arise: those corresponding to a discrete spin which are associated with such particles as the photon and neutrino, and those corresponding to a continuous spin which seem to have no counterpart in nature, because, perhaps, they would have peculiar physical properties. ${ }^{7}$

Now, whenever a representation of a group is decomposed into the representations of a subgroup, not all of the representations of the subgroup appear. The question to be raised here is whether or not the continuous-spin representations are contained in representations of the conformal group, and it is, in fact, shown in Sec. IV that not only the continuousspin, but also the discrete-spin representations do not appear in a class of irreducible representations of the conformal group.

In order to show this result it is first necessary, in

[^60]Sec. II, to analyze the conformal group, while in Sec. III those elements of Mackey's theory which are needed are presented. Finally, in Sec. IV one class of unitary irreducible representations of the conformal group, the principal nondegenerate series, is analyzed.

## II. FINITE-DIMENSIONAL (NONUNITARY) REPRESENTATIONS OF THE CONFORMAL AND POINCARE GROUPS

The conformal group $S O(4,2)$ is usually defined ${ }^{8}$ as the set of $6 \times 6$ matrices leaving invariant the form

$$
\left(\begin{array}{llllll}
1 & & & & \\
& 1 & & & & \\
& & 1 & & & \\
& & & 1 & & \\
& & & & -1 & \\
& & & & -1
\end{array}\right)
$$

or, what is equivalent,

$$
\left(\begin{array}{ccccc}
-1 & & & & \\
& 1 & & & \\
& & 1 & & \\
\\
& & & 1 & \\
\\
& & & & 1
\end{array}\right)
$$

(four plus ones, two minus ones). The conformal group is a 15 -parameter semisimple Lie group which contains the 10 -parameter Poincaré group.

To show that the Poincaré group, defined as

$$
\begin{equation*}
X^{\prime \mu}=L_{v}^{\mu} X^{v}+T^{\mu}, \quad \mu, v=0,1,2,3 \tag{1}
\end{equation*}
$$

where $L_{v}^{\mu}$ is a Lorentz transformation and $T^{\mu}$ a translation, is indeed a subgroup of the conformal group, Murai ${ }^{8}$ introduces a 6 -dimensional vector $\eta^{A}$, $A=0,1,2,3,5,6$, such that, under a linear transformation of $\eta^{4}$, the form $\left(\eta^{1}\right)^{2}+\left(\eta^{2}\right)^{2}+\left(\eta^{3}\right)^{2}-$ $\left(\eta^{0}\right)^{2}+\left(\eta^{5}\right)^{2}-\left(\eta^{6}\right)^{2}$ is left invariant. Murai sets

$$
\begin{equation*}
X^{\mu}=\eta^{\mu}\left(\frac{\eta^{6}+\eta^{5}}{\sqrt{2}}\right)^{-1}, \quad \frac{1}{2} g_{\mu v} X^{\mu} X^{v}=\frac{\eta^{6}-\eta^{5}}{\eta^{6}+\eta^{5}} \tag{2}
\end{equation*}
$$

where

$$
g_{\mu \nu}=\left(\begin{array}{cccc}
-1 & & & \\
& 1 & & \\
& & 1 & \\
& & & 1
\end{array}\right), \quad X^{2}=g_{\mu \nu} X^{\mu} X^{\nu}
$$

and shows that this leads to the following set of transformations [Eqs. (3) and (4) of Ref. 8]:

$$
\begin{align*}
\eta^{\prime \mu} & =L_{\nu}^{\mu} \eta^{\nu}+2^{-\frac{1}{2}} T^{\mu}\left(\eta^{5}+\eta^{6}\right), \\
\eta^{\prime 5} & =\eta^{5}-2^{-\frac{1}{2}} L_{\lambda}^{\mu} T_{\mu} \eta^{2}-\frac{1}{4} T^{\mu} T_{\mu}\left(\eta^{5}+\eta^{6}\right),  \tag{3}\\
\eta^{\prime 6} & =\eta^{6}+2^{-\frac{1}{2}} L_{\lambda}^{\mu} T_{\mu} \eta^{2}+\frac{1}{4} T^{\mu} T_{\mu}\left(\eta^{5}+\eta^{6}\right)
\end{align*}
$$

These transformations are all linear and can be replaced by a matrix. Thus, a 6 -dimensional nonunitary matrix representation of the Poincaré group is

$$
P=\left(\begin{array}{ccc}
L_{v}^{\mu} & 2^{-\frac{1}{2}} T^{\mu} & 2^{-\frac{1}{2}} T^{\mu}  \tag{4}\\
-\left[2^{-\frac{1}{2}} T_{\mu} L_{v}^{\mu}\right]^{\mathrm{T}} & 1-\frac{1}{4} T^{2} & -\frac{1}{4} T^{2} \\
{\left[2^{-\frac{1}{2}} T_{\mu} L_{v}^{\mu}\right]^{\mathrm{T}}} & \frac{1}{4} T^{2} & 1+\frac{1}{4} T^{2}
\end{array}\right)=\left(\begin{array}{ccc}
I_{4} & 2^{-\frac{1}{2}} T^{\mu} & 2^{-\frac{1}{2}} T^{\mu} \\
-\left[2^{-\frac{1}{2}} T^{\mu}\right]^{T} & 1-\frac{1}{4} T^{2} & -\frac{1}{4} T^{2} \\
{\left[2^{-\frac{1}{2}} T^{\mu}\right]^{\mathrm{T}}} & \frac{1}{4} T^{2} & 1+\frac{1}{4} T^{2}
\end{array}\right)\left(\begin{array}{ccc}
L_{v}^{\mu} & 0 & 0 \\
0 & \\
0 & I_{2}
\end{array}\right)
$$

where T means transpose and $I_{j}$ is the $j$-dimensional identity matrix. It is readily checked that Eq. (4) is a representation of the Poincare group and that, further, it leaves invariant the form

$$
\left(\begin{array}{cccccc}
-1 & & & & & \\
& 1 & & & & \\
& & 1 & & & \\
& & & 1 & & \\
& & & & 1 & \\
& & & & & -1
\end{array}\right)
$$

It is shown in Sec. III that it is necessary to know the Iwasawa decomposition ${ }^{9}$ for the conformal group in order to generate the requisite unitary irreducible

[^61]representations. The Iwasawa decomposition is written as $A N K_{m}$, where $A$ is a noncompact Abelian subgroup, $N$ is a nilpotent subgroup, and $K_{m}$ is the maximal compact subgroup. $A$ can be written as ${ }^{10}$
\[

\left($$
\begin{array}{ccc}
\binom{\cosh \alpha \sinh \alpha}{\sinh \alpha \cosh \alpha} & 0 & 0  \tag{5}\\
0 & I_{2} & 0 \\
0 & 0 & \binom{\cosh \rho \sinh \rho}{\sinh \rho \cosh \rho}
\end{array}
$$\right)
\]

where $\alpha$ and $\rho$ are real parameters. The maximal compact subgroup of the conformal group is $S O(4) \otimes$ $S O(2)$ [where $S O(n)$ is the orthogonal group in $n$ dimensions with determinant one]; it is sufficient to know that four of the six parameters of $N$ are the

[^62]translations of the Poincaré group
\[

T=\left($$
\begin{array}{ccc}
I_{4} & 2^{-\frac{1}{2}} T^{\mu} & 2^{-\frac{1}{2}} T^{\mu}  \tag{4}\\
-\left[2^{-\frac{1}{2}} T^{\mu}\right]^{\mathrm{T}} & 1-\frac{1}{4} T^{2} & -\frac{1}{4} T^{2} \\
{\left[2^{-\frac{1}{2}} T^{\mu}\right]^{\mathrm{T}}} & \frac{1}{4} T^{2} & 1+\frac{1}{4} T^{2}
\end{array}
$$\right)
\]

In Sec. IV it proves convenient to have another decomposition for the conformal group besides the Iwasawa decomposition. This decomposition corresponds to the one usually given for the Lie algebra ${ }^{3}$ of the conformal group, in which there are, besides the six-parameter Lorentz transformations and the four-parameter translations of Eq. (4), another fourparameter translation called $C$ and a scalar transformation $S$. These transformations have the matrix representation

$$
\begin{align*}
& S=\left(\begin{array}{ccc}
I_{4} & 0 & 0 \\
0 & \cosh \rho & \sinh \rho \\
0 & \sinh \rho & \cosh \rho
\end{array}\right), \\
& C=\left(\begin{array}{ccc}
I_{4} & -2^{-\frac{1}{2}} C^{\mu} & 2^{-\frac{1}{2}} C^{\mu} \\
{\left[2^{-\frac{1}{2}} C^{\mu}\right]^{T}} & 1-\frac{1}{4} C^{2} & \frac{1}{4} C^{2} \\
{\left[2^{-\frac{1}{2}} C^{\mu}\right]^{T}} & -\frac{1}{4} C^{2} & 1+\frac{1}{4} C^{2}
\end{array}\right) \tag{6}
\end{align*}
$$

The decompositions of the conformal group given
thus far have been matrix decompositions. One final way of writing the conformal group, which is essential in the following analysis, is as a transformation group, written symbolically as

$$
\begin{equation*}
X^{\prime \mu}=f^{\mu}\left(X^{v}, g\right) \tag{7}
\end{equation*}
$$

$f^{\mu}$ is a nonlinear function carrying the point $X^{\nu}$ into $X^{\prime \mu}$ under the action of a group element $g$.

To get the form of $f^{\mu}$, we invert Eq. (2) to find $\eta^{\mu}$, $\eta^{5}, \eta^{6}$ as a function of $X^{\mu}, g_{\mu v} X^{\mu} X^{v}=X^{2}$. Thus,

$$
\begin{align*}
\eta^{\mu} & =(4 / \sqrt{2})\left[X^{\mu} \eta^{6} /\left(2+X^{2}\right)\right] \\
\eta^{5} & =\left[\left(2-X^{2}\right) /\left(2+X^{2}\right)\right] \eta^{6} \tag{8}
\end{align*}
$$

Now, the elements of the conformal group given in Eqs. (4) and (6) carry the 6-dimensional vector $\eta^{A}=\left(\eta^{\mu}, \eta^{5}, \eta^{6}\right)$ linearly into the vector $\eta^{\prime A}=$ ( $\eta^{\prime \mu}, \eta^{\prime 5}, \eta^{\prime 6}$ ). Denoting any of these elements by the matrix $O_{B}^{A}$, we have

$$
\left(\begin{array}{c}
\eta^{\prime \mu}  \tag{9}\\
\eta^{\prime 5} \\
\eta^{\prime 6}
\end{array}\right)=\left(\begin{array}{lll}
O_{v}^{\mu} & O_{5}^{\mu} & O_{6}^{\mu} \\
O_{v}^{5} & O_{5}^{5} & O_{6}^{5} \\
O_{v}^{6} & O_{5}^{6} & O_{6}^{6}
\end{array}\right)\left(\begin{array}{c}
\eta^{\mu} \\
\eta^{5} \\
\eta^{6}
\end{array}\right)
$$

Replacing the $\eta$ and $\eta^{\prime}$ variables by $X$ and $X^{\prime}$ variables of Eq. (8) gives

$$
\left(\begin{array}{c}
\left(4 / 2^{\frac{1}{2}}\right)\left[X^{\prime \mu} /\left(2+X^{\prime 2}\right)\right] \eta^{\prime 6}  \tag{10}\\
{\left[\left(2-X^{\prime 2}\right) /\left(2+X^{\prime 2}\right)\right] \eta^{\prime 6}} \\
\eta^{\prime 6}
\end{array}\right)=\left(\begin{array}{lll}
O_{v}^{\mu} & O_{5}^{\mu} & O_{6}^{\mu} \\
O_{v}^{5} & O_{5}^{5} & O_{6}^{5} \\
O_{v}^{6} & O_{5}^{6} & O_{6}^{6}
\end{array}\right)\left(\begin{array}{c}
\left(4 / 2^{\frac{1}{2}}\right)\left[X^{\mu} /\left(2+X^{2}\right)\right] \eta^{6} \\
{\left[\left(2-X^{2}\right) /\left(2+X^{2}\right)\right] \eta^{6}} \\
\eta^{6}
\end{array}\right)
$$

Finally, after some tedious algebra, the transformation from $X^{\mu}$ to $X^{\prime \mu}$ can be written as

$$
\begin{equation*}
X^{\prime \mu}=\frac{O_{v}^{\mu} X^{v}+\frac{1}{2}(2)^{\frac{1}{2}}\left(-O_{5}^{\mu}+O_{6}^{\mu}\right)\left(\frac{1}{2} X^{2}\right)+\frac{1}{2}(2)^{\frac{1}{2}}\left(O_{5}^{\mu}+O_{6}^{\mu}\right)}{2^{-\frac{1}{2}}\left(O_{v}^{5}+O_{v}^{6}\right) X^{v}+\frac{1}{2}\left(-O_{5}^{5}-O_{5}^{6}+O_{6}^{5}+O_{6}^{6}\right)\left(\frac{1}{2} X^{2}\right)+\frac{1}{2}\left(O_{5}^{5}+O_{5}^{6}+O_{6}^{5}+O_{6}^{6}\right)} . \tag{11}
\end{equation*}
$$

Letting $K_{ \pm}=\left( \pm O_{5}^{5} \pm O_{5}^{6}+O_{6}^{5}+O_{6}^{6}\right)$ gives

$$
\begin{equation*}
X^{\prime \mu}=\frac{2 K_{+}^{-1} O_{v}^{\mu} X^{v}+2^{\frac{1}{2}} K_{+}^{-1}\left(-O_{5}^{\mu}+O_{6}^{\mu}\right)_{2}^{1} X^{2}+2^{\frac{1}{2}} K_{+}^{-1}\left(O_{5}^{\mu}+O_{6}^{\mu}\right)}{2^{\frac{1}{2}} K_{+}^{-1}\left(O_{v}^{5}+O_{v}^{6}\right) X^{v}+K_{-} K_{+}^{-1} \frac{1}{2} X^{2}+1}, \tag{12}
\end{equation*}
$$

and this is chosen as the canonical form of the transformation $f^{\mu}$.
As a check on the form of $f^{\mu}$, when $O_{B}^{A}$ is restricted to elements of the Poincaré group, Eq. (12) must reduce to Eq. (1). To see that this indeed happens, set $O_{v}^{\mu}=L_{v}^{\mu}, O_{5}^{\mu}=O_{6}^{\mu}=2^{-\frac{1}{2}} T^{\mu},-O_{v}^{5}=O_{v}^{6}=2^{-\frac{1}{2}} T_{v}$, and $K_{ \pm}= \pm\left(1-\frac{1}{4} T^{2}\right) \pm \frac{1}{4} T^{2}-\frac{1}{4} T^{2}+\frac{1}{4} T^{2}$ so that $K_{+}=2, K_{-}=0$. Then substituting into Eq. (12) gives

$$
\begin{align*}
X^{\prime \mu} & =\frac{2(2)^{-1} L_{v}^{\mu} X^{\nu}+\frac{1}{2}(2)^{\frac{1}{2}}\left(-2^{-\frac{1}{2}} T^{\mu}+2^{-\frac{1}{2}} T^{\mu}\right)\left(\frac{1}{2} X^{2}\right)+\frac{1}{2}(2)^{\frac{1}{2}}\left(2^{-\frac{1}{2}} T^{\mu}+2^{-\frac{1}{2}} T^{\mu}\right)}{\frac{1}{2}(2)^{\frac{1}{2}}\left(-2^{-\frac{1}{2}} T_{v}+2^{-\frac{1}{2}} T_{v}\right) X^{v}+1} \\
& =L_{v}^{\mu} X^{\nu}+T^{\mu}, \tag{13}
\end{align*}
$$

in agreement with Eq. (1).
To get the form of $f^{\mu}$ corresponding to the scalar element in Eq. (6), set $O_{v}^{\mu}=\delta_{v}^{\mu}, O_{5}^{\mu}=O_{6}^{\mu}=0, O_{v}^{5}=$
$O_{y}^{6}=0, K_{+}=2(\cosh \rho+\sinh \rho)=2 e^{\rho}$, and $K_{-}=0$. Then,

$$
\begin{equation*}
X^{\prime \mu}=X^{\mu} / e \rho=e^{-\rho} X^{\mu} \tag{14}
\end{equation*}
$$

which is the usual form of the dilation transformation as given, for example, in Murai. ${ }^{8}$

Finally, there is the element $C$ of Eq. (6); for this element $O_{v}^{\mu}=\delta_{v}^{\mu},-O_{5}^{\mu}=O_{6}^{\mu}=2^{-\frac{1}{2}} C^{\mu}, O_{v}^{5}=O_{v}^{6}=$ $2^{-\frac{1}{2}} C_{v}, K_{+}=2$, and $K_{-}=C^{\mu} C_{\mu}=C^{2}$, so that

$$
\begin{align*}
X^{\prime \mu} & =\frac{X^{\mu}+\frac{1}{2}(2)^{\frac{1}{2}}\left(2(2)^{-\frac{1}{2}} C^{\mu}\right)\left(\frac{1}{2} X^{2}\right)}{C_{v} X^{v}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1} \\
& =\frac{X^{\mu}+C^{\mu}\left(\frac{1}{2} X^{2}\right)}{C_{v} X^{v}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1} . \tag{15}
\end{align*}
$$

The set of transformations (15) are called special
conformal transformations, ${ }^{11}$ and it is not hard to check that combining the transformations (15) with those of the Lorentz transformations gives a nonlineartransformation group representation of the Poincare group, as is already easily ascertained by looking at the commutation relations of the Lie algebra corresponding to the group elements $C$ and $L_{v}^{\mu}$. ${ }^{3}$

To get all the elements in the canonical form (12), it is merely necessary to combine (13) and (14) to get

$$
\begin{equation*}
X^{\prime \mu}=e^{-\rho} L_{v}^{\mu} X^{v}+T^{\mu} \tag{16}
\end{equation*}
$$

which, with (15), gives

$$
\begin{equation*}
X^{\prime \mu}=\frac{\left(e^{-\rho} L_{v}^{\mu}+T^{\mu} C_{v}\right) X^{\nu}+\left(e^{-\rho} L_{v}^{\mu} C^{v}+\frac{1}{2} T^{\mu} C^{2}\right)\left(\frac{1}{2} X^{2}\right)+T^{\mu}}{C_{v} X^{\nu}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1} \tag{17}
\end{equation*}
$$

as the form of the conformal group which will be used throughout this paper.

## III. THE DECOMPOSITION OF INDUCED REPRESENTATIONS

The classes of unitary irreducible representations being considered in this paper are all induced representations. It has been shown ${ }^{6}$ that all unitary irreducible representations of the Poincaré group can be written as induced representations, while large classes of unitary irreducible representations of the conformal group can be written as induced representations. ${ }^{12}$

Therefore, this section deals with the notion of induced representations and how it is possible to decompose a reducible induced representation into a direct integral of irreducible induced representations. All of the ideas sketched here can be found in Mackey's lecture notes. ${ }^{13}$

Let $G$ be a given noncompact group (in this paper, $G$ is the conformal group) and $H_{1}$ a subgroup of $G$ ( $H_{1}$ is given in Sec. IV and varies with the classes of representations of $G$ being considered.) Let $\mathcal{H}_{1}$ be an irreducible representation of $H_{1}$ acting on the vector space $\vartheta\left(\mathscr{H}_{1}\right)$. Consider functions $f$ which map elements $g$ of $G^{14}$ into $\mathcal{V}\left(\mathcal{H e}_{1}\right)$ :

$$
\begin{equation*}
g \xrightarrow{f} \cup\left(\mathscr{H}_{1}\right), \quad f(g) \in \mathcal{V}\left(\mathscr{H}_{1}\right), \tag{18}
\end{equation*}
$$

such that $f$ satisfies the condition $f\left(h_{1} g\right)=\mathscr{H}_{1}\left(h_{1}\right) f(g)$.

[^63]This set of functions forms a new vector space $\hat{\vartheta}\left(\mathscr{H}_{1}\right)$ :

$$
\begin{align*}
\vartheta\left(\mathscr{H}_{1}\right)=\left\{f \mid f(g) \in \mathcal{Y}\left(\mathscr{H}_{1}\right),\right. & f\left(h_{1} g\right)=\mathfrak{H}_{1}\left(h_{1}\right) f(g) \\
\text { for all } h_{1} \in H_{1}, & g \in G\} . \tag{19}
\end{align*}
$$

The representation $U^{\mathscr{K}_{1}}\left(g^{\prime}\right) f(g)=\rho\left(g^{\prime}, g\right) f\left(g g^{\prime}\right)$ on the vector space $\hat{\cup}\left(\mathscr{X}_{1}\right)$ is called the induced representation of $G$. The function $\rho\left(g^{\prime}, g\right)$ is chosen in such a way as to make $U^{\mathcal{H}_{1}}\left(g^{\prime}\right)$ a unitary representation. However, in order to make $U^{\mathscr{X}_{1}}\left(g^{\prime}\right)$ a unitary representation on $\hat{\vartheta}\left(\mathscr{H}_{1}\right)$, it is first necessary to make $\hat{\vartheta}\left(\mathscr{H}_{1}\right)$ into a Hilbert space.
$\hat{U}\left(\mathscr{H}_{1}\right)$ is readily made into a Hilbert space for the class of representations being considered in this paper, namely, the principal nondegenerate series of representations. For this class of representations, an inner product is defined as

$$
\begin{equation*}
\left(f(g), f^{\prime}(g)\right)=\int_{\sigma / H_{1}} f^{*}(g) f^{\prime}(g) d \mu \tag{20}
\end{equation*}
$$

where * means complex conjugation and $d \mu$ is the measure associated with $G / H_{1}$, which is inherited from the Haar measure of G. ${ }^{15}$

After $H_{1}$ has been chosen so as to induce a unitary irreducible representation $U^{\mathscr{K}_{1}}(G)$ of $G$, we are interested in seeing how $U^{\mathscr{K}_{1}}(G)$ decomposes into unitary irreducible representations of a subgroup $H_{2}$ of $G$ (in this paper $H_{2}$ is the Poincaré group).

Mackey has shown ${ }^{13}$ how to decompose $U^{\Re_{1}}\left(H_{2}\right)$ into direct integrals over double cosets

$$
G=\bigcup_{D} H_{1} g_{D} H_{2},
$$

where $\left\{g_{D}\right\}$ are elements of $G$ not in $H_{1}$ or $H_{2}$ so that

$$
\begin{equation*}
U^{\mathscr{K}_{1}\left(H_{2}\right) \cong \int d \mu\left(g_{D}\right) U^{\gamma_{D}}\left(H_{2}\right) ; ~} \tag{21}
\end{equation*}
$$

[^64]here $d \mu\left(g_{D}\right)$ is the double coset measure, $\cong$ means "is equivalent to," and $\mathcal{J}_{D}$ is the representation $\mathscr{H}_{1}\left(g_{D} J_{D} g_{D}^{-1}\right)$ of the group $J_{D}=g_{D}^{-1} H_{1} g_{D} \cap H_{2}$. In general, $U^{\gamma_{D}}\left(H_{2}\right)$ is not an irreducible representation of $H_{2}$, so that it is necessary to further decompose $U^{\mathscr{D}}\left(H_{2}\right)$ into irreducible induced representations of $H_{2}$.

The calculation of $J_{D}$ is fairly difficult with the definition of $J_{D}$ given above. For that reason, we actually compute $J_{D}$ in the following way. Combine $H_{1} g_{D}$ with $J_{D}$ so that

$$
H_{1} g_{D} J_{D}=H_{1} g_{D} g_{D}^{-1} H_{1} g_{D} \cap H_{1} g_{D} H_{2},
$$

which gives $H_{1} g_{D} J_{D}=H_{1} g_{D} \cap H_{1} g_{D} H_{2}$. Now, in general, $H_{1} g_{D} h_{2}, h_{2} \in H_{2}$ sends $g_{D}$ into a new double coset $H_{1} g_{D^{\prime}}$. If $D^{\prime} \neq D$, then $H_{1} g_{D} \cap H_{1} g_{D^{\prime}}$ is empty, so that it is necessary to find those $h_{2}$ such that $H_{1} g_{D} h_{2}=H_{1} g_{D}$. The set of all $h_{2}$ leaving the double coset $g_{D}$ invariant is precisely $J_{D}{ }^{16}$; that is,

$$
\begin{equation*}
J_{D}=\left\{h_{2} \mid h_{2} \in H_{2}, H_{1} g_{D} h_{2}=H_{1} g_{D}\right\} \tag{22}
\end{equation*}
$$

It is sufficient to actually calculate $g_{D} h_{2}=h_{1} g_{D}$. Thus, the procedure in Sec. IV is to find $H_{1}$, decompose $G$ into right cosets $g_{c}$ with respect to $H_{1}$, such that

$$
\begin{equation*}
G=\bigcup_{c} H_{1} g_{c}, \tag{23}
\end{equation*}
$$

and then compute $g_{c} h_{2}=h_{1} g_{c^{\prime}}$. The double cosets are a subset of the right cosets and, further, those double cosets which are left invariant under the action of $h_{2}$ generate the subgroup $J_{D}$.

Finally, it is necessary to decompose $U^{\mathscr{Y} D}\left(H_{2}\right)$ of (21) into irreducible representations of $H_{2}$ : Since we are concerned with whether the continuous-spin representations of the Poincaré group are actually contained in $U^{\gamma}\left(H_{2}\right)$, it 's sufficient to use the Frobenius reciprocity theorem, ${ }^{17}$ which says that if $g_{D}$ is an irreducible representation of $J_{D}$, then $U^{M, s}\left(H_{2}\right)$ is contained as many times in $U^{\mathscr{J} D}\left(H_{2}\right)$ as $U^{M, s}\left(J_{D}\right)$ contains $\mathcal{J}_{D}$. Here $M$ and $s$ are the unitary irreducible representation labels of the Poincaré group.

## IV. ANALYSIS OF THE PRINCIPAL NONDEgenerate series of representations OF THE CONFORMAL GROUP

For the principal nondegenerate series of representations of the conformal group, $H_{1}=A N C(A),{ }^{18}$ where

$$
\begin{equation*}
C(A)=\left\{k \mid k \in K_{m}, a k=k a \text { for all } a \in A\right\} \tag{24}
\end{equation*}
$$

[^65]The form of $A$ is given in Eq. (5); in general, $\alpha$ is not equal to $\rho$, so that those elements of $K_{m}$ which commute with $A$ can be written as

$$
\begin{aligned}
& C(A) \\
& =\left(\begin{array}{ccc}
I_{2} & 0 & 0 \\
0 & S O(2) & 0 \\
0 & 0 & I_{2}
\end{array}\right)=\left(\begin{array}{ccc}
I_{2} & 0 & 0 \\
0 & \binom{\cos \theta \sin \theta}{-\sin \theta \cos \theta} & 0 \\
0 & 0 & I_{2}
\end{array}\right) .
\end{aligned}
$$

Four of the six elements of $N$ are the translations of the Poincare group, Eq. (4); the other two elements are the nilpotent elements of the Lorentz group. To write these elements explicitly, it is convenient to consider the covering group $\operatorname{SL}(2, c)$ of the Lorentz group. ${ }^{19}$ Then the $\alpha$ parameter in $A$ [Eq. (5)] and the $\theta$ parameter of $C(A)$ can be written together as $\left(\begin{array}{cc}\alpha_{1} & \alpha_{1}^{0} \\ 0 & \alpha_{1}^{-1}\end{array}\right), \alpha_{1}$ complex, with $\cosh \alpha=\frac{1}{2}\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{1}\right|^{-2}\right)$ and $\arg \alpha_{1}=\frac{1}{2} \theta$. Further, the two remaining nilpotent elements of $N$ can be written in $S L(2, c)$ as $\left(\begin{array}{c}1 \\ 0 \\ \beta_{1} / \alpha_{1} \\ 1\end{array}\right)$, $\beta_{1}$ complex. Combining these four elements gives

$$
L_{1} \equiv\left(\begin{array}{cc}
\alpha_{1} & \beta_{1}  \tag{26}\\
0 & \alpha_{1}^{-1}
\end{array}\right)
$$

Call $L_{1}$ those Lorentz transformations corresponding to the elements $L_{1}$; also label all elements of $H_{1}$ with the subscript 1. Then it is possible to write $H_{1}$ as a transformation group, so that

$$
\begin{equation*}
H_{1}: X^{\prime \mu}=e^{-\rho_{1}} L_{1 v}^{\mu} X^{v}+T_{1}^{\mu} \tag{27}
\end{equation*}
$$

$H_{1}$ is a 9-parameter group, corresponding to the four elements $T_{1}^{\mu}$, the four elements $L_{1}$ as determined by $L_{1}$ of Eq. (26), and the scalar $e^{-\rho_{1}}$.

Once $H_{1}$ is chosen, a convenient choice of rightcoset labels is

$$
\begin{equation*}
\left\{g_{c}\right\}: X^{\prime \mu}=\frac{L_{c v}^{\mu} X^{\nu}+C^{\mu}\left(\frac{1}{2} X^{2}\right)}{C_{v} X^{v}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1}, \tag{28}
\end{equation*}
$$

where $L_{c}$ is the Lorentz transformation corresponding to the covering group element

$$
L_{c}=\left(\begin{array}{ll}
1 & 0  \tag{29}\\
c & 1
\end{array}\right), \quad c \text { complex }
$$

The decomposition of $S L(2, c)$ into $\bar{L}_{1}$ and $\bar{L}_{c}$ corresponds to the decomposition given in Ref. 19 and is, in fact, used to induce a class of representations of the group $S L(2, c)$.
It can now be shown that in combining $H_{1}$, Eq. (27), with $\left\{g_{c}\right\}$, Eq. (28) uniquely covers every element

[^66]of the conformal group, such that
\[

$$
\begin{gather*}
g=h_{1} g_{c}: X^{\prime \mu}=f^{\mu}\left(X^{\prime \alpha}, g\right)=e^{-\rho_{1} L_{1 v}^{\mu} X^{\prime v}+T_{1}^{\mu},} \\
X^{\prime \nu}=\frac{L_{c \alpha}^{v} X^{\alpha}+C^{\nu}\left(\frac{1}{2} X^{2}\right)}{C_{\beta} X^{\beta}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1},  \tag{30}\\
X^{\prime \mu}=\frac{e^{-\rho_{1}} L_{1 v}^{\mu}\left[L_{c \alpha}^{v} X^{\alpha}+C^{v}\left(\frac{1}{2} X^{2}\right)\right]}{C_{\alpha} X^{\alpha}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1}+T_{1}^{\mu},
\end{gather*}
$$
\]

or

$$
\begin{equation*}
X^{\prime \mu}=\frac{\left(e^{-\rho_{1}} L_{1 v}^{\mu} L_{c \alpha}^{v}+T_{1}^{\mu} C_{\alpha}\right) X^{\alpha}+\left[e^{-\rho_{1}} L_{1 v}^{\mu} L_{c \alpha}^{v} C^{\alpha}+T_{1}^{\mu}\left(\frac{1}{2} C^{2}\right)\right] \frac{1}{2} X^{2}+T_{1}^{\mu}}{C_{\alpha} X^{\alpha}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+1} \tag{31}
\end{equation*}
$$

Comparing this with the canonical form of the conformal group (17), we see that

$$
\begin{align*}
T_{1}^{\mu} & =T^{\mu} \\
e^{-\rho_{1}} L_{1 v}^{\mu} L_{c \alpha}^{v}+T_{1}^{\mu} C_{\alpha} & =e^{-\rho} L_{\alpha}^{\mu}+T^{\mu} C_{\alpha} \tag{32}
\end{align*}
$$

so that

$$
\begin{align*}
e^{-\rho} L_{\alpha}^{\mu} & =e^{-\rho_{1}} L_{1 v}^{\mu} L_{c \alpha}^{\nu}+T_{1}^{\mu} C_{\alpha}-T^{\mu} C_{\alpha} \\
& =e^{-\rho_{1}} L_{1 v}^{\mu} L_{c \alpha}^{v}, \\
\rho_{1} & =\rho,  \tag{33}\\
L_{1 v}^{\mu} L_{c \alpha}^{\nu} & =L_{\alpha}^{\mu} .
\end{align*}
$$

But this last expression corresponds precisely to the decomposition of $S L(2, c)=\bar{L}_{1} \bar{L}_{c}$ of Eqs. (26) and (29). Thus, Eqs. (32) and (33) uniquely specify any group element of the conformal group.

Before calculating the double cosets $g_{D}$, it is necessary to know how $h_{2} \in H_{2}$ sends a right-coset element into another coset element; thus, we must calculate $g_{c} h_{2}=h_{1} g_{c^{\prime}}$. But Eqs. (32) and (33) show how to take any element of the conformal group and see what right coset it is in. Thus, it is only necessary to calculate $g_{c} h_{2}=g$.

Now, Eq. (1) is the transformation group for $H_{2}$, the Poincaré group. $g_{c}$ is given by Eq. (28), so that we have

$$
\begin{align*}
g=g_{c} h_{2}: X^{\prime \prime \mu} & =\frac{L_{c v}^{\mu} X^{\prime v}+C^{\mu}\left(\frac{1}{2} X^{\prime 2}\right)}{C_{v} X^{\prime v}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{\prime 2}\right)+1}, \\
X^{\prime v} & =L_{2 \alpha}^{v} X^{\alpha}+T_{2}^{v}, \tag{34}
\end{align*}
$$

where the $L_{2 \alpha}^{v}, T_{2}$ are the 10 parameters of $H_{2}$. Then,

$$
\begin{align*}
X^{\prime \mu} & =\frac{L_{c v}^{\mu} L_{2 \alpha}^{\nu} X^{\alpha}+L_{c v}^{\mu} T_{2}^{v}+\frac{1}{2} C^{\mu}\left(L_{2 \beta}^{\alpha} X^{\beta}+T_{2}^{\alpha}\right)^{2}}{C_{v}\left(L_{2 \alpha}^{\nu} X^{\alpha}+T^{v}\right)+\frac{1}{2} C^{2}\left[\frac{1}{2}\left(L_{2 \beta}^{\alpha} X^{\beta}+T_{2}^{\alpha}\right)^{2}\right]+1} \\
& =\frac{\left(L_{c \beta}^{\mu} \delta_{v}^{\beta}+C^{\beta} T_{2 v}\right) L_{2 \alpha}^{v} X^{\alpha}+C^{\mu}\left(\frac{1}{2} X^{2}\right)+\left[L_{c v}^{\mu} T_{2}^{\nu}+C^{\mu}\left(\frac{1}{2} T_{2}^{2}\right)\right]}{\left[C_{v}+\left(\frac{1}{2} C^{2}\right) T_{2 v}\right] L_{2 \alpha}^{v} X^{\alpha}+\frac{1}{2} C^{2}\left(\frac{1}{2} X^{2}\right)+D\left(C^{\mu}, T_{2}^{\mu}\right)}, \tag{35}
\end{align*}
$$

where $D\left(C^{\mu}, T_{2}^{\mu}\right)=C_{\mu} T_{2}^{\mu}+\frac{1}{2} C^{2}\left(\frac{1}{2} T_{2}^{2}\right)+1$.
To get Eq. (35) in canonical form, it is necessary to divide the numerator and denominator by $D\left(C^{\mu}, T_{2}^{v}\right)$. Thus,

$$
\begin{equation*}
X^{\prime \mu}=\frac{\frac{1}{D}\left(L_{c \beta}^{\mu} \delta_{v}^{\beta}+C^{\beta} T_{2_{v}}\right) L_{2 \alpha}^{v} X^{\alpha}+\frac{1}{D} C^{\mu} \frac{X^{2}}{2}+\frac{1}{D}\left[L_{c v}^{\mu} T_{2}^{v}+C^{\mu} \frac{T_{2}^{2}}{2}\right]}{\frac{1}{D}\left(C_{v}+\frac{C^{2}}{2} T_{2_{v}}\right) L_{2_{\alpha}}^{v} X^{\alpha}+\frac{1}{D} \frac{C^{2}}{2} \frac{X^{2}}{2}+1} \tag{36}
\end{equation*}
$$

Comparing Eq. (36) with Eq. (17), we see that

$$
\frac{1}{D}\left(C_{v}+\frac{C^{2}}{2} T_{2_{v}}\right) L_{2 \alpha}^{v}
$$

corresponds to $C_{\alpha}$,

$$
\frac{1}{D}\left[L_{c v}^{\mu} T_{2}^{v}+C^{\mu} \frac{T_{2}^{2}}{2}\right]
$$

corresponds to $T^{\mu}$, and $e^{-\rho} L_{v}^{\mu}+T^{\mu} C_{v}$ corresponds to

$$
\frac{1}{D}\left[L_{c \beta}^{\mu} \delta_{\alpha}^{\beta}+C^{\beta} T_{2_{\alpha}}\right] L_{2 v}^{\alpha} .
$$

Therefore, using Eqs. (32) and (33), we get that the equation $g_{c} h_{2}=h_{1} g_{c^{\prime}}$ can be written as

$$
\begin{equation*}
C_{\alpha} \xrightarrow{h_{2}} C_{\alpha}^{\prime}=\frac{1}{D\left(C^{\mu}, T_{2}^{\mu}\right)}\left[C_{v}+\frac{C^{2}}{2} T_{2_{v}}\right] L_{2 \alpha}^{v} \tag{37}
\end{equation*}
$$

for the transformation of $C_{\alpha}$ into $C_{\alpha}^{\prime}$. The transformation of $L_{c}$ into $L_{c^{\prime}}$ under the action of $H_{2}$ is also easily obtained, but is quite complicated and, furthermore, is not needed in the rest of the analysis. It is sufficient to note that, if $T_{2_{v}}$ is zero, then

$$
\begin{equation*}
L_{c_{v}}^{\mu} \xrightarrow{L_{2}} L_{c_{v}}^{\mu} ; \quad L_{c_{\alpha}}^{\mu} L_{2_{v}}^{a}=L_{1_{\beta}}^{\mu} L_{c_{v^{\prime}}}^{\beta} . \tag{38}
\end{equation*}
$$

But Eq. (38) can be written in the covering group representation as

$$
\begin{equation*}
L_{c} \xrightarrow{L_{2}} L_{c^{\prime}} ; \quad L_{c} L_{2}=L_{1} L_{c^{\prime}} . \tag{39}
\end{equation*}
$$

In matrix notation, this becomes

$$
\left(\begin{array}{ll}
1 & 0  \tag{40}\\
c & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha_{2} & \beta_{2} \\
\gamma_{2} & \delta_{2}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{1} & \beta_{1} \\
0 & \alpha_{1}^{-1}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
c^{\prime} & 1
\end{array}\right)
$$

so that

$$
\left(\begin{array}{cc}
\alpha_{2} & \beta_{2}  \tag{41}\\
c \alpha_{2}+\gamma_{2} & c \beta_{2}+\delta_{2}
\end{array}\right)=\left(\begin{array}{cc}
\alpha_{1}+\beta_{1} c^{\prime} & \beta_{1} \\
c^{\prime} \alpha_{1}^{-1} & \alpha_{1}^{-1}
\end{array}\right) .
$$

Therefore, under the action of $L_{2}, c \alpha_{2}+\gamma_{2}=c^{\prime} \alpha_{1}^{-1}$, $c \beta_{2}+\delta_{2}=\alpha_{1}^{-1}$ so that

$$
\begin{equation*}
c \xrightarrow{L_{2}} c^{\prime}=\frac{c \alpha_{2}+\gamma_{2}}{c \beta_{2}+\delta_{2}} . \tag{42}
\end{equation*}
$$

Now, before choosing the double cosets, let us see if any of the right cosets are left invariant under the action of $T_{,}^{\mu}$. With $L_{2 \alpha}^{\nu}=\delta_{a}^{\nu}$, Eq. (37) shows that, in order for $C_{\alpha}$ to equal $C_{\alpha}$, it is necessary that

$$
1 /\left[D\left(C^{\mu}, T_{2}^{\mu}\right)\right]=1 \quad \text { and } \quad\left(\frac{1}{2} C^{2}\right) T_{2 \nu}=0 .
$$

But calculating $C_{\alpha}^{\prime} C^{\alpha^{\prime}}=C^{\prime 2}$ in Eq. (37) gives

$$
\begin{equation*}
C^{\prime 2}=C^{2} /\left[D\left(C^{\mu}, T_{2}^{\mu}\right)\right] \tag{43}
\end{equation*}
$$

so that setting $C^{2}$ equal to zero means $C^{\prime 2}$ also is zero. Thus, if $C^{2}=0$, there is no transformation $h_{2}$ which carries $C^{\mu}$ to $C^{\prime \mu}$ such that $C^{\prime \mu}$ has a length different from zero. Therefore, the equation $\left(\frac{1}{2} C^{2}\right) T_{2,}=0$ can be satisfied only if $T_{2_{\nu}}=0$, so that $T_{2_{\nu}}=0$ is the only translation vector which leaves $C^{\mu}$ invariant and, thus, there are no elements of $T_{2_{v}}$ in the subgroup $J_{D}$ [Eq. (22)].

The same result does not hold for $L_{2}$, however. If $T_{2_{\nu}}$ is set equal to zero, $D\left(C^{\mu}, T_{2}^{\mu}\right)=1$ and Eq. (37) shows that $C_{\alpha}^{\prime}=C_{v} L_{2 \alpha}^{\nu}$. If $C_{v}$ is chosen as

$$
\begin{equation*}
C_{v}=(1,0,0,0) \tag{44}
\end{equation*}
$$

then the rotation subgroup $S O(3)$ of $L_{2}$ leaves $C_{v}$ invariant.

The question, then, is whether the rotation subgroup of $L_{2}$ also leaves $L_{c}$ invariant. Now, the covering group of $S O(3)$ is $S U(2),{ }^{19}$ so that we must check whether $S U(2)=\left(\begin{array}{cc}\alpha_{2} & \beta_{2} \beta_{2} \\ \beta_{2}\end{array}\right),\left|\alpha_{2}\right|^{2}+\left|\beta_{2}\right|^{2}=1$ leaves $c$ of Eq. (42) invariant:

$$
\begin{equation*}
c \xrightarrow{S U(2)} c^{\prime}=\frac{c \alpha_{2}-\beta_{2}^{*}}{c \beta_{2}+\alpha_{2}^{*}} . \tag{45}
\end{equation*}
$$

Clearly, only the identity element $\alpha_{2}=1, \beta_{2}=0$ leaves $c$ invariant. However, if $c=0$, Eq. (45) becomes

$$
\begin{equation*}
c=0 \xrightarrow{S U(2)} c^{\prime}=-\beta_{2}^{*} / \alpha_{2}^{*}, \tag{46}
\end{equation*}
$$

so that, if $\beta_{2}=0, c=0$ is left invariant. But $\beta_{2}=0$ corresponds to the subgroup $S O(2)$ of $S O(3)$, so we have just found that the subgroup $S O(2)$ of $L_{2}$ leaves the cosets $C_{v}=(1,0,0,0)$ and $c=0$ invariant.

We thus choose as our double coset $g_{D}$ precisely this element ${ }^{20}$

$$
g_{D}: L_{c}=\left(\begin{array}{ll}
1 & 0  \tag{47}\\
0 & 1
\end{array}\right), \quad C_{v}=(1,0,0,0)
$$

It only remains to be seen if $g_{D} H_{2}$ carries $g_{D}$ into every right coset $g_{c^{\prime}}$. Equation (42) shows that if $c=0, c^{\prime}=\gamma_{2} / \delta_{2}$, so that $c^{\prime}$ can take on any complex value, since $\gamma_{2}$ is arbitrary. Further, the pure Lorentz transformations carry $C_{v}=(1,0,0,0)$ into an arbitrary $C_{\alpha}^{\prime}$ such that $C^{\prime 2}=1$. To get an arbitrary length for $C_{\alpha}^{\prime}$, note that Eq. (43) shows that, even if $C^{2}=1$, $C^{\prime 2}=1 /\left[D\left(C^{\mu}, T_{2}^{\mu}\right)\right]$ and, since $T_{2}^{\mu}$ is arbitrary, it is possible to make $C^{\prime 2}$ any length desired.

Thus, it has been shown that, with $g_{D}$ given in Eq. (47), the subgroup $J_{D}$ is $S O$ (2). We now use this fact to decompose $U^{\mathfrak{K}}{ }_{1}\left(H_{2}\right)$. In order to decompose $U^{\mathfrak{Y} \mathrm{C}_{1}}\left(\mathrm{H}_{2}\right)$, it is necessary to give the representation $\mathscr{H}_{1}$ of $H_{1}=A N C(A)$. Since $A$ and $C(A)$ form an Abelian subgroup and $N$ is nilpotent, $\mathscr{H}_{1}$ is

$$
\begin{equation*}
h_{1} \rightarrow \mathscr{E}_{1}=\left|\alpha_{1}\right|^{i \sigma_{1}}\left(\frac{\alpha_{1}}{\left|\alpha_{1}\right|}\right)^{m}\left|\rho_{1}\right|^{i \sigma_{2}} \tag{48}
\end{equation*}
$$

where $\alpha_{1}$ is defined in Eq. (26) and $\rho_{1}$ corresponds to the scalar element of Eq. (27). Thus, the principal nondegenerate series of representations of the conformal group require three labels: two continuous ones, $\sigma_{1}$ and $\sigma_{2}$; and one, $m$, an integer or halfinteger. From Eq. (48) and (21), it follows that

$$
\begin{equation*}
\mathcal{Y}_{D}=\left(\alpha_{1} /\left|\alpha_{1}\right|\right)^{m}=e^{i m \theta} \tag{49}
\end{equation*}
$$

which is an irreducible representation of $J_{D}=S O$ (2).
Thus, since there is only one double coset, the Mackey subgroup theorem, Eq. (21), says that

$$
\begin{equation*}
U^{x_{1}}\left(H_{2}\right) \equiv U^{\sigma_{1} m \sigma_{2}}\left(H_{2}\right) \cong U^{\gamma_{D}}\left(H_{2}\right) \equiv U^{m}\left(H_{2}\right) \tag{50}
\end{equation*}
$$

We wish to see whether any of the mass-zero representations of the Poincare group occur in the reducible representation $U^{m}\left(H_{2}\right)$, induced by the subgroup $J_{D}=S O(2)$. Now Rideau ${ }^{21}$ has carried out the decomposition of the regular representation of the Poincare group and finds that the mass-zero representations do not occur in this decomposition. But the regular representation can be written as an induced representation, induced by the identity

[^67]subgroup of the Poincaré group. Further, by using Mackey's notion of "inducing by stages," ${ }^{22}$ we can write the regular representation of the Poincare group equivalently as being induced by the regular representation of $S O(2)$. Now by the Frobenius reciprocity theorem, ${ }^{17}$ each representation of $S O(2)$, labeled by $m=0, \pm 1, \pm 2, \cdots$, occurs once in the regular representation of $S O$ (2). Therefore, since the mass-zero representations do not occur in the regular representation of the Poincaré group, they do not occur in any of the representations $U^{m}\left(H_{2}\right)$ induced by the subgroup $S O(2)$.

## V. CONCLUSION

At first sight, it seems rather puzzling that the conformal group, the group leaving the sourceless Maxwell equations invariant, should not single out the mass-zero representations of the Poincare group. Certainly in the case of the principal nondegenerate series the mass-zero representations do not even appear.

What seems to be happening is that different classes of representations of the conformal group single out either mass-zero or non-mass-zero representations of the Poincare group. Thus, considering those five elements of the conformal group not appearing in the Poincaré group, namely the dilations [Eq. (14)] and the four vector accelerations [Eq. (15)], it is clear that these five elements treat the mass-zero and non-masszero representations very differently. Since mass-zero systems travel at the speed of light, the acceleration operators obviously transform them differently from non-mass-zero systems. Also, the dilation operator can change the mass scale for a non-mass-zero system, whereas it cannot for a mass-zero system.
Further, it is to be noted that the inducing subgroup of the mass-zero representation, consisting of the translations $T_{\mu}$ [Eq. (1)], $S O$ (2) [Eq. (25)], and the nilpotent element $\beta_{1}$ of Eq. (26)-all are contained in $N$ and $C(A)$ [see Eq. (27)]. This suggests that the representations of the subgroup inducing the masszero representations of the Poincaré group also generate a class of representations of the conformal

[^68]group. This class of representations contains only mass-zero representations of the Poincaré group and no non-mass-zero representations. ${ }^{23}$
The statements of the last two paragraphs have not been proven; nevertheless, it seems safe to conclude that it is impossible to split the continuous-spin representations offfrom the other "physical" Poincaré group representations (including the finite-spin masszero representations) by choosing appropriate representations of the conformal group.
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## APPENDIX A

The results of Eq. (22) can be shown most clearly by using the notion of homogeneous spaces. ${ }^{9}$ Consider a group $G$, and a subgroup $H_{1}$, and call $\mathcal{M}$ the homogeneous space $G / H_{1}$. Then a point $m$ can be identified with a right coset $H_{1} g$. The stabilizer point $m_{0}$ of $\mathcal{K}$ corresponds to the identity coset $H_{1}$.

Now consider the action of elements $g$ of $G$ on points $m$ of $\mathcal{M}: m g=m^{\prime} \in \mathcal{M}$. In particular, $m_{0} H_{1}=$ $m_{0}$. To show that $J_{D}$ consists of those elements of $\mathrm{H}_{2}$ which leave $H_{1} g_{D}$ invariant, define $m_{D}=m_{0} g_{D}$; then,

$$
\begin{align*}
m_{D} g_{D}^{-1} H_{1} g_{D} & =m_{0} H_{1} g_{D} \\
& =m_{0} g_{D} \\
& =m_{D} \tag{51}
\end{align*}
$$

so that $g_{\bar{D}}^{1} H_{1} g_{D}$ leaves $m_{D}$ invariant. Therefore, the intersection of $g_{D}^{-1} H_{1} g_{D}$ with $H_{2}$ (which defines $J_{D}$ ) acting on $m_{D}$ gives

$$
\begin{equation*}
m_{D}\left[g_{D}^{-1} H_{1} g_{D} \cap H_{2}\right]=m_{D} \cap m_{D} H_{2} \tag{52}
\end{equation*}
$$

and in order for this not to be empty, $m_{D} h_{2}$ must equal $m_{D}$ for some $h_{2} \in H_{2}$. The set of these $h_{2} \in H_{2}$ then gives $J_{D}$.
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#### Abstract

While powers of distributions in general do not exist, $\left[D_{+}\right]^{n}$ and $\left[D_{-}\right]^{n}$ are the exceptions among all $D$ functions; they do exist and are given explicitly. A "modified" power [ $\left.D_{\Gamma}\right]_{n}$ based on the representation of $D_{\Gamma}$ as analytic functionals can be defined. It exists for all homogeneous $D_{\Gamma}$, i.e., for $D_{ \pm}, D$, and $D_{1}$. The relation of $\left[D_{ \pm}\right]_{n}$ to $\left[D_{ \pm}\right]^{n}$ is given, and explicit expressions are found in $x$ space and in $p$ space. The Källén-Lehmann-Umezawa-Kamefuchi representation of these distributions is derived. The extent to which these considerations are applicable to the $\Delta_{\Gamma}(x, m), m>0$, is discussed.


## 1. INTRODUCTION

It is well known that the ordinary product of two distributions at the same argument is, in general, not defined. The convolution product exists, but only under rather limiting conditions. The great physical importance of these distributions, usually called "Green's functions" in field theory, requires one to pay special attention to the few exceptional cases where the ordinary product involving these functions is defined. In particular, the distributions $\left[\Delta_{ \pm}\right]^{n}(x, m)$ are known to exist ${ }^{1}$ for all positive integers $n$. In the present paper we consider, among other distributions, the $m=0$ case of the above, i.e., $\left[D_{ \pm}\right]^{n}(x)$.

However, the fact that these distributions can be expressed as limits of analytic functionals ${ }^{2}$ permits one to define the power of such a distribution as the limit of the power of that analytic functional. We then have to distinguish between the power so defined (modified power) and the usual definition of power (direct power); this is done in Sec. 2. The modified power exists for a larger class of distributions than the direct power. It is so defined that it is equal to the direct power in those cases where both exist.
While we are directing our attention here to modified powers of the distributions $D_{\Gamma}(x)$, i.e., to $x$ space, it is important to recall that modified powers of distributions in $p$ space have been defined earlier. ${ }^{2}$ The similarity in form of the distributions $D_{\mathrm{r}}(x)$ and $\tilde{D}_{\mathrm{r}}(p)$, as is evident from the appendix of the work by Rohrlich and Strocchi, ${ }^{3}$ permits one to relate the two. Such relations exist both in $x$ space and in $p$ space (Sec. 3). Finally, the spectral representations of the various powers are given in Sec. 4. The last section generalizes these considerations to the $\Delta_{\Gamma}(x, m)$ with $m>0$.

[^70]
## 2. DIRECT AND MODIFIED POWERS

The usual definition of $D_{\Gamma}(x)$ in terms of its Fourierintegral representation is given in Ref. 4, whose notation we follow. An alternative but completely equivalent definition is given in Ref. 3, namely,

$$
\begin{equation*}
\eta_{\Gamma} D_{\Gamma}(x)=\left.\left(4 \pi^{2} i x^{2}\right)^{-1}\right|_{c_{\Gamma}} . \tag{2.1}
\end{equation*}
$$

Here $C_{\Gamma}$ is a contour in the complex $x^{0}$ plane, given in Ref. 3, and $\eta_{\Gamma}=1$ for $C_{\Gamma}=C_{ \pm}, C, C_{A}, C_{R}, C_{1 A}$, $C_{1 R}, \eta_{P}=2$, and $\eta_{1}=i / 2$. Equation (2.1) expresses symbolically the fact that $D_{\Gamma}(x)$ is obtained as the limit of an analytic functional as the complex contour $C_{\Gamma}$ approaches the real axis. For details the reader is referred to Ref. 2.
Concentrating first on $D_{ \pm}(x)$, we see that one can define a "modified power" of $D_{ \pm}(x)$ by

$$
\begin{equation*}
\left.\left[D_{ \pm}\right]_{n}(x) \equiv\left[\mp\left(4 \pi^{2} i x^{2}\right)^{-1}\right]^{n}\right|_{\mp C_{ \pm}} \tag{2.2}
\end{equation*}
$$

The choice of phase factor is a matter of convenience. This power is clearly to be distinguished from

$$
\begin{equation*}
\left[D_{ \pm}\right]^{n}(x) \equiv\left[\left.\mp\left(4 \pi^{2} i x^{2}\right)^{-1}\right|_{\mp c_{ \pm}}\right]^{n} \tag{2.3}
\end{equation*}
$$

which we call "direct power." There is, of course, no reason why (2.2) and (2.3), provided they exist, should be equal.
Before discussing the existence of these expressions we recall that $\tilde{D}_{\Gamma}$, the $p$-space representation of the $D$ functions, is given by ${ }^{4}$

$$
\begin{equation*}
\tilde{D}_{\Gamma}(p)=\left.(2 \pi)^{-2} p^{-2}\right|_{\tilde{C}_{\Gamma}} . \tag{2.4}
\end{equation*}
$$

The modified power of $\tilde{D}_{\Gamma}$ was studied in Ref. 2. More specifically, the distribution $\widetilde{D}_{\Gamma}^{n}(p)$ was defined there by

$$
\begin{equation*}
\tilde{D}_{\Gamma}^{n}(p) \equiv(2 \pi)^{-2}\left(p^{-2}\right)^{n+1} \mid \tilde{C}_{\Gamma}, \tag{2.5}
\end{equation*}
$$

and this is related to the modified power by

$$
\begin{equation*}
\left[\widetilde{D}_{\Gamma}\right]_{n}(p)=\left[1 /\left(4 \pi^{2}\right)^{n-1}\right] \tilde{D}_{\Gamma}^{n-1}(p) . \tag{2.6}
\end{equation*}
$$

[^71]There is a one-to-one relation between the contours $\bar{C}_{\Gamma}$ and $C_{\Gamma}$ (if both refer to the same complex plane):

$$
\begin{align*}
& \mp C_{+/-}=\tilde{C}_{A / R}, \quad C=\tilde{C}, \quad \mp C_{A / R}=\tilde{C}_{-/+}, \\
& -C_{1}=\tilde{C}_{P}, \quad \pm C_{1 A / 1 R}=\tilde{C}_{1 R / 1 A}, \quad C_{P}=\tilde{C}_{1} . \tag{2.7}
\end{align*}
$$

Now the existence of (2.5) has been discussed ${ }^{2}$ and it was found that $\tilde{D}_{\Gamma}^{n}$ exists only for those contours $\tilde{C}_{\Gamma}$ which are not pinched in the limit in which the poles coalesce. This means that (2.5) does not exist for $\widetilde{D}_{1 R}^{n}, \widetilde{D}_{1 A}^{n}, \widetilde{D}_{1}^{n}, \widetilde{D}_{ \pm}^{n}$, and $n>0$.

This information also answers the questions concerning the existence of the modified powers of $D_{\Gamma}(x)$. Using (2.7), we see that the modified powers of all the homogeneous $D_{\Gamma}(x)$ do exist and those for the inhomogeneous $D_{\Gamma}(x)\left(\left[D_{1 A}\right]_{n},\left[D_{1 R}\right]_{n},\left[D_{P}\right]_{n},\left[D_{A}\right]_{n}\right.$, $\left[D_{P}\right]_{n}$ ) do not exist. "Homogeneous" and "inhomogeneous" refer here to the differential equations which the $D_{\Gamma}$ satisfy.

The existing modified powers thus (for $n \geq 1$ ) are

$$
\begin{aligned}
& {\left[D_{ \pm}\right]_{n}(x)} \\
& \quad=\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n}(2 \pi)^{2} \tilde{D}_{A / R}^{n-1}(x) \\
& \quad=\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n}\left[R\left(\frac{1}{x^{2}}\right)^{n} \mp \frac{i \pi}{(n-1)!} \epsilon\left(x^{0}\right) \delta^{(n-1)}\left(x^{2}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
\left.[D]_{n}(x) \equiv\left(\frac{1}{4 \pi^{2} i} \frac{1}{x^{2}}\right)^{n}\right|_{C}=\left(\frac{1}{4 \pi^{2} i}\right)^{n}(2 \pi)^{2} \widetilde{D}^{n-1}(x) \tag{2.8}
\end{equation*}
$$

$$
=\left(\frac{1}{4 \pi^{2} i}\right)^{n} \frac{2 \pi i}{(n-1)!} \epsilon\left(x^{0}\right) \delta^{(n-1)}\left(x^{2}\right)
$$

$$
\left.\left[D_{1}\right]_{n}(x) \equiv\left(\frac{1}{2 \pi^{2}} \frac{1}{x^{2}}\right)^{n}\right|_{-C_{1}}=\left(\frac{1}{2 \pi^{2}}\right)^{n}(2 \pi)^{2} \widetilde{D}_{P}^{n-1}(x)
$$

$$
\begin{equation*}
=\left(\frac{1}{2 \pi^{2}}\right)^{n} R\left(\frac{1}{x^{2}}\right)^{n} . \tag{2.10}
\end{equation*}
$$

The explicit expressions are taken from Ref. 2. One easily verifies the following interrelations between the modified powers for $n \geq 1$ :

$$
\begin{align*}
{\left[D_{+}\right]_{2 n}+\left[D_{-}\right]_{2 n} } & =2\left(-\frac{1}{4}\right)^{n}\left[D_{1}\right]_{2 n},  \tag{2.11}\\
{\left[D_{+}\right]_{2 n-1}+\left[D_{-}\right]_{2 n-1} } & =[D]_{2 n-1},  \tag{2.12}\\
{\left[D_{+}\right]_{2 n}-\left[D_{-}\right]_{2 n} } & =-[D]_{2 n},  \tag{2.13}\\
{\left[D_{+}\right]_{2 n-1}-\left[D_{-}\right]_{2 n-1} } & =i\left(-\frac{1}{4}\right)^{n-1}\left[D_{1}\right]_{2 n-1} . \tag{2.14}
\end{align*}
$$

We now turn to the question of existence of direct powers. The direct powers of $D_{ \pm}(x)$ were considered by Klaiber. ${ }^{5}$ His result (in our notation) is
$\left[D_{ \pm}\right]^{n}(x)=\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n} \lim _{\epsilon \rightarrow+0} \frac{1}{\left[x^{2}-\left(x^{0} \mp i \epsilon\right)^{2}\right]^{n}}$.
Comparison with (2.2) shows that the direct and

[^72]modified powers are equal:
\[

$$
\begin{equation*}
\left[D_{ \pm}\right]^{n}(x)=\left[D_{ \pm}\right]_{n}(x) . \tag{2.16}
\end{equation*}
$$

\]

It follows that the modified powers of $D$ and $D_{1}$ [Eqs. (2.9) and (2.10)] can be expressed in terms of the direct powers of $D_{+}$and $D_{-}$via (2.11) to (2.14).

The direct powers of $D$ and $D_{1}$, however, do not exist. This follows from the fact that the cross terms $\left[D_{+}\right]^{k}\left[D_{-}\right]^{l}$, which occur in $[D]^{n}=\left[D_{+}+D_{-}\right]^{n}$ and $\left[i D_{1}\right]^{n}=\left[D_{+}-D_{-}\right]^{n}$, are undefined for all $k, l \geq 1$.
It is obvious that the existence of the direct powers of $D_{+}$and $D_{-}$permits the existence of analytic functionals of $D_{+}$and $D_{-}$. Furthermore, "modified analytic functionals" of all homogeneous $D$ functions exist as series of modified powers.

## 3. FOURIER TRANSFORM

In (2.6) we had the modified power $\left[\tilde{D}_{\Gamma}\right]_{n}$ of $\tilde{D}_{\Gamma}$. This distribution must be carefully distinguished from the Fourier transform of the modified power of $D_{\Gamma}$, i.e., $\left[D_{\Gamma}\right]_{n}^{\sim}$. We have ${ }^{6}$

$$
\begin{align*}
{\left[D_{ \pm}\right]_{n}^{\sim}(p) } & =\frac{1}{(2 \pi)^{2}} \int e^{-i p x}\left[D_{ \pm}\right]_{n}(x) d^{4} x \\
& =\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n} \int e^{-i p x} \widetilde{D}_{A / R}^{n-1}(x) d^{4} x \\
& =\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n}(2 \pi)^{2} D_{A / R}^{n-1}(-p) \\
& =\mp\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n-1} \frac{2}{i} \theta\left( \pm p^{0}\right) D_{p}^{n-1}(-p) \tag{3.1}
\end{align*}
$$

$n>1$.
From Ref. 2 we learn that

$$
\begin{equation*}
D_{P}^{n}(x)=\frac{\theta\left(-x^{2}\right)\left(\left|x^{2}\right| / 4\right)^{n-1}}{16 \pi(n-1)!n!}, \quad n \geq 1 \tag{3.2}
\end{equation*}
$$

Thus,

$$
\begin{align*}
{\left[D_{ \pm}\right]_{n}^{\sim}(p) } & =\mp\left(\mp \frac{1}{4 \pi^{2} i}\right)^{n-1} \frac{\theta\left( \pm p^{0}\right) \theta\left(-p^{2}\right)\left(\left|p^{2}\right| / 4\right)^{n-2}}{8 \pi i(n-2)!(n-1)!} \\
& =\mp\left(\mp \frac{1}{16 \pi^{2} i}\right)^{n-1} \frac{\theta\left( \pm p^{0}\right) \theta\left(-p^{2}\right)\left|p^{2}\right|^{n-2}}{2 \pi i(n-2)!(n-1)!}
\end{align*}
$$

The distributions $\left[D_{+}\right]_{m}^{\sim}$ and $\left[D_{-}\right]_{n}^{\sim}$ thus have no common support for any $m, n \geq 1$. Similarly, one finds

$$
\begin{align*}
{[D]_{n}^{\sim}(p) } & =\left(4 \pi^{2} i\right)^{-n}(2 \pi)^{2} D^{n-1}(-p) \\
& =-\left(\frac{1}{16 \pi^{2} i}\right)^{n-1} \frac{\epsilon\left(p^{0}\right) \theta\left(-p^{2}\right)\left|p^{2}\right|^{n-2}}{2 \pi i(n-2)!(n-1)!}, n>1, \tag{3.5}
\end{align*}
$$

$$
\begin{equation*}
=\left[D_{-}\right]_{n}^{\sim}(p)-(-)^{n}\left[D_{+}\right]_{n}^{\sim}(p), \quad n \geq 1, \tag{3.4}
\end{equation*}
$$

[^73]in agreement with (2.12) and (2.13). Finally,
\[

$$
\begin{align*}
{\left[D_{1}\right]_{n}^{\sim}(p) } & =\left(\frac{1}{2 \pi^{2}}\right)^{n-1} 2 D_{P}^{n-1}(-p) \\
& =\left(\frac{1}{8 \pi^{2}}\right)^{n-1} \frac{\theta\left(-p^{2}\right)\left|p^{2}\right|^{n-2}}{2 \pi(n-2)!(n-1)!}  \tag{3.6}\\
& =\frac{1}{2}(2 i)^{n}\left(\left[D_{-}\right]_{n}^{\sim}(p)+(-)^{n}\left[D_{+}\right]_{n}(p)\right) \\
& n \geq 1 \tag{3.7}
\end{align*}
$$
\]

The direct powers of $D_{ \pm}$are related to the modified powers in $p$ space the same way as in $x$ space, (2.16):

$$
\begin{equation*}
\left[D_{ \pm}\right]^{\tilde{n}}(p)=\left[D_{ \pm}\right]_{n}^{\tilde{n}}(p) \tag{3.8}
\end{equation*}
$$

While no other $D_{\Gamma}$ functions have direct powers, as mentioned before, there are $\tilde{D}_{\Gamma}$ functions which do. Writing (2.8) with argument $p$ and setting $n=1$, we obtain, by taking the direct power,

$$
\begin{align*}
{\left[\tilde{D}_{A / P}\right]^{n}(p) } & =(\mp i)^{n}\left[D_{ \pm}\right]^{n}(p) \\
& =(\mp i)^{n}\left(\mp 4 \pi^{2} i\right)^{-n}(2 \pi)^{2} \tilde{D}_{A / P}^{n-1}(p) \\
& =\left[\tilde{D}_{A / R}\right]_{n}(p) . \tag{3.9}
\end{align*}
$$

In the last equality, we used (2.6).

## 4. THE KLUK REPRESENTATION OF [ $\left.D_{\Gamma}\right]_{n}$

The result (3.3) leads to the Källén-Lehmann-Umezawa-Kamefuchi (KLUK) representation of $\left[D_{ \pm}\right]^{n}(x)$. The Fourier transform of (3.3) gives

$$
\begin{align*}
{\left[D_{ \pm}\right]^{n}(x)=} & \frac{1}{(2 \pi)^{2}} \int e^{i p x}\left[D_{ \pm}\right]^{\tilde{n}}(p) d^{4} p \\
= & \left(\mp \frac{1}{16 \pi^{2}}\right)^{n-1} \frac{1}{(n-2)!(n-1)!} \frac{ \pm i}{(2 \pi)^{3}} \\
& \times \int e^{i p x} \theta\left( \pm p^{0}\right) \delta\left(p^{2}+\kappa^{2}\right) \kappa^{2 n-4} d^{4} p d \kappa^{2} \\
= & \left(\mp \frac{1}{16 \pi^{2}}\right)^{n-1} \frac{1}{(n-2)!(n-1)!} \\
& \times \int_{0}^{\infty} \Delta_{ \pm}\left(x, \kappa^{2}\right) \kappa^{2 n-4} d \kappa^{2}, \tag{4.1}
\end{align*}
$$

which agrees with Ref. 5. Similarly,

$$
\begin{align*}
{[D]_{n}(x)=} & \left(\frac{1}{16 \pi^{2} i}\right)^{n-1} \frac{1}{(n-2)!(n-1)!} \\
& \times \int_{0}^{\infty} \Delta\left(x, \kappa^{2}\right) \kappa^{2 n-4} d \kappa^{2} \tag{4.2}
\end{align*}
$$

$$
\begin{align*}
{\left[D_{1}\right]_{n}(x)=} & \left(\frac{1}{8 \pi^{2}}\right)^{n-1} \frac{1}{(n-2)!(n-1)!} \\
& \times \int_{0}^{\infty} \Delta_{1}\left(x, \kappa^{2}\right) \kappa^{2 n-4} d \kappa^{2} . \tag{4.3}
\end{align*}
$$

From (4.1) and (3.9) it follows that for the direct power of $\tilde{D}_{A / R}$ we get

$$
\begin{align*}
{\left[\tilde{D}_{A / R}\right]^{n}(p)=} & \mp i\left(\frac{1}{16 \pi^{2}}\right)^{n-1} \frac{1}{(n-2)!(n-1)!} \\
& \times \int_{0}^{\infty} \Delta_{ \pm}\left(p, \kappa^{2}\right) \kappa^{2 n-4} d \kappa^{2} . \tag{4.4}
\end{align*}
$$

## 5. THE POWERS OF $\Delta_{\Gamma}(x, m)$

Since the $\Delta_{r}(x, m), m>0$, cannot be written as analytic functionals similar to (2.1), modified powers cannot be defined in the same way. The direct powers of $\Delta_{ \pm}(x, m)$ are known to exist. Their KLUK representation follows from Thirring's result ${ }^{1}$ :

$$
\begin{align*}
\Delta_{ \pm}(x, a) \Delta_{ \pm}(x, b)= & \pm i \int_{0}^{\infty} d \rho_{2}\left(a, b, \kappa^{2}\right) \Delta_{ \pm}(x, \kappa), \\
d \rho_{2}\left(a, b, \kappa^{2}\right)= & \frac{d \kappa^{2}}{16 \pi^{2}} \frac{\left[\left(\kappa^{2}-a^{2}-b^{2}\right)^{2}-(2 a b)^{2}\right]^{\frac{1}{2}}}{\kappa^{2}} \\
& \times \theta\left[\kappa^{2}-(a+b)^{2}\right] . \tag{5.1}
\end{align*}
$$

One has

$$
\begin{equation*}
\left[\Delta_{ \pm}\right]^{n}(x, m)=( \pm i)^{n-1} \int_{0}^{\infty} d \rho_{n}\left(m, \kappa^{2}\right) \Delta_{ \pm}(x, \kappa) \tag{5.2}
\end{equation*}
$$

where $d \rho_{n}\left(m, \kappa^{2}\right)$ is determined by iteration from $d \rho_{2}\left(m, \kappa^{2}\right)=d \rho_{2}\left(m, m, \kappa^{2}\right)$ and

$$
\begin{equation*}
d \rho_{n}\left(m \kappa^{\prime 2}\right)=\int d \rho_{2}\left(m, \kappa, \kappa^{\prime 2}\right) d \rho_{n-1}\left(m, \kappa^{2}\right) \tag{5.3}
\end{equation*}
$$

No direct powers of other $\Delta_{\mathrm{r}}(x, m)$ exist as in the $m=0$ case. In $p$ space,

$$
\tilde{\Delta}_{\Gamma}(p, m)=\left.\frac{1}{(2 \pi)^{2}} \frac{1}{p^{2}+m^{2}}\right|_{C_{\Gamma}},
$$

so that modified powers can be defined. As in (2.6), we have

$$
\begin{align*}
{\left[\tilde{\Delta}_{\Gamma}\right]_{n}(p, m) } & =\left.\left(\frac{1}{(2 \pi)^{2}} \frac{1}{p^{2}+m^{2}}\right)^{n}\right|_{\tilde{\Gamma}_{\Gamma}} \\
& =\left(\frac{1}{4 \pi^{2}}\right)^{n-1} \tilde{\Delta}_{\Gamma}^{n-1}(p, m) \tag{5.4}
\end{align*}
$$

The latter are the distributions given in Ref. 2.
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#### Abstract

A Riemannian space $V_{n}$ is said to admit a particular symmetry which we call a "curvature collineation" (CC) if there exists a vector $\xi^{i}$ for which $£_{\xi} R_{j k m}^{i}=0$, where $R_{j k m}^{i}$ is the Riemann curvature tensor and $£_{\xi}$ denotes the Lie derivative. The investigation of this symmetry property of space-time is strongly motivated by the all-important role of the Riemannian curvature tensor in the theory of general relativity. For space-times with zero Ricci tensor, it follows that the more familiar symmetries such as projective and conformal collineations (including affine collineations, motions, conformal and homothetic motions) are subcases of CC . In a $V_{4}$ with vanishing scalar curvature $R$, a covariant conservation law generator is obtained as a consequence of the existence of a CC. This generator is shown to be directly related to a generator obtained by means of a direct construction by Sachs for null electromagnetic radiation fields. For pure null-gravitational space-times (implying vanishing Ricci tensor) which admit CC, a similar covariant conservation law generator is shown to exist. In addition it is found that such space-times admit the more general generator (recently mentioned by Komar for the case of Killing vectors) of the form $\left(\sqrt{-g} T^{t j k m} \xi_{i} \xi_{i} \xi_{k}\right) ; m=0$, involving the Bel-Robinson tensor $T^{i j k m}$. Also it is found that the identity of Komar, $\left[\sqrt{-g}\left(\xi^{;} ; j-\xi^{;} ;\right)\right]_{; i ; j}=0$, which serves as a covariant generator of field conservation laws in the theory of general relativity appears in a natural manner as an essentially trivial necessary condition for the existence of a CC in space-time. In addition it is shown that for a particular class of $\mathrm{CC}, £_{\xi} K$ is proportional to $K$, where $K$ is the Riemannian curvature defined at a point in terms of two vectors, one of which is the CC vector. It is also shown that a space-time which admits certain types of CC also admits cubic first integrals for mass particles with geodesic trajectories. Finally, a class of null electromagnetic space-times is analyzed in detail to obtain the explicit CC vectors which they admit.


## 1. INTRODUCTION

In accord with the early observations of Nöther, ${ }^{1}$ the existence of certain geometric symmetry properties described by continuous groups of motions or collineations lead to conservation laws in the form of first integrals (i.e., constants of the motion) of a dynamical system. Indeed, the fundamental importance of groups of motions (Killing vectors) in space-time and their relation to the conservation laws of energy, linear momentum, and angular momentum for particles and fields is well known. ${ }^{2}$ The relation between the existence of affine or projective collineations in the Riemannian space-times of general relativity and the existence of concomitant particle and field conservation laws was developed in several recent papers. ${ }^{3}$
In this paper we are concerned with a symmetry property of space-time which we call a "curvature collineation" (CC). A Riemannian space-time $V_{n}$ is said to admit a CC if there exists an infinitesimal transformation $\bar{x}^{i}=x^{i}+\epsilon \xi^{i}(x)$ for which $£ R_{j k m}^{i}=$

[^74]0 , where $\epsilon$ is a positive infinitesimal, $£$ denotes the Lie derivative with respect to the vector $\xi^{i}$, and $R_{j k m}^{i}$ is the Riemannian curvature tensor. Clearly, the investigation of this symmetry property is strongly motivated by the all-important role of the Riemann curvature tensor in the general theory of relativity.
Our preliminary investigations have led to several results of physical and geometrical interest. We have shown that the existence of a certain type of CC leads directly to the existence of a cubic first integral of a mass particle with geodesic trajectory. In addition we have found that if a $V_{4}$ with nonvanishing Ricci tensor $R_{i j}$ and with vanishing scalar curvature $R$ admits a CC then a field conservation law results. This conservation law is directly related to a conservation law obtained by Sachs ${ }^{4}$ for null electromagnetic radiation fields. Also, it is shown that our result can be extended to pure null gravitation radiation fields which were also treated by Sachs.
Furthermore, it turns out that the identity of Komar, ${ }^{5}$ which serves as a covariant generator of field conservation laws in the theory of general relativity, appears in a natural manner as an essentially trivial necessary condition for the existence of a CC in a $V_{n}$.

[^75]For those space-times with $R_{i j}=0$ it is found that, when they are admitted, projective collineations (including affine collineations and motions as subcases) and conformal collineations (including conformal and homothetic motions as subcases) are subcases of CC. Thus, it appears that the CC is the fundamental symmetry property of space-time to consider in the study of conservation laws pertaining to gravitational radiation.
Indeed, quite aside from the question of new conservation laws, it follows that studies of CC could provide an important invariant classification of Riemannian space-times which would include and extend far beyond the familiar classification that has been given by Petrov ${ }^{6}$ on the basis of groups of motions.
A general picturesque geometric interpretation of a CC is difficult to obtain. However it will be shown that the deformation of the Riemannian curvature $K$ defined by $£ K$ takes a particularly simple form if the Lie derivative is formed with respect to a particular type of CC vector. In addition, we give a diagram (Fig. 1) which shows the relationship between CC and other more familiar symmetry properties of space-time.

In this paper we give several theorems concerning CC in Einstein spaces. Finally, a particular class of null electromagnetic space-times is analyzed in detail to obtain the explicit CC vectors which they admit. In a subsequent paper, we shall treat CC in conformally flat spaces, including a treatment of the group structure of the CC.

Throughout this paper we need to refer to the equations describing motions, affine collineations, projective collineations, homothetic motions, conformal motions, and conformal collineations. We, therefore, now give a summary of these well-known space-time symmetries. For most of these symmetries we find it convenient to express the necessary and sufficient conditions in several alternative forms. It is to be understood that the symbol $£$ denotes Lie differentiation with respect to a vector $\xi^{i}$ (sometimes written $f_{\xi}$ to stress the vector dependence).

Motion $^{2}$ (M): A $V_{n}$ is said to admit a M provided there exists a (Killing) vector $\xi^{i}$ such that ${ }^{8}$

$$
\begin{equation*}
h_{i j} \equiv £ g_{i j}=\xi_{i ; j}+\xi_{j ; i}=0 \tag{1.1}
\end{equation*}
$$

[^76]Affine Collineation ${ }^{9}(\mathrm{AC})$ : A $V_{n}$ is said to admit an AC provided there exists a vector $\xi^{i}$ such that

$$
\begin{align*}
£\left\{\begin{array}{l}
k \\
i j
\end{array}\right\} & \equiv \xi_{; j i}^{k}+\xi^{m} R_{j m i}^{k} \\
& \equiv \frac{1}{2} g^{k l}\left(h_{l i ; j}+h_{l j ; i}-h_{i j ; i}\right)=0 \tag{1.2}
\end{align*}
$$

where $\left\{{ }_{i j}\right\}$ is the Christoffel symbol of the second kind and where the Riemannian curvature tensor ${ }^{10}$

$$
R_{i j k}^{l} \equiv\left\{\begin{array}{c}
l \\
i k
\end{array}\right\}_{, j}-\left\{\begin{array}{l}
l \\
i j
\end{array}\right\}_{, k}+\left\{\begin{array}{c}
m \\
i k
\end{array}\right\}\left\{\begin{array}{c}
l \\
m j
\end{array}\right\}-\left\{\begin{array}{c}
m \\
i j
\end{array}\right\}\left\{\begin{array}{c}
l \\
m k
\end{array}\right\} .
$$

Alternatively, the necessary and sufficient condition (1.2) for an AC may be expressed in the form

$$
\begin{equation*}
h_{i j ; k}=0 . \tag{1.3}
\end{equation*}
$$

Obviously every M is an AC . We use the terminology proper AC (Prop AC) to denote those AC which are not M.

Projective Collineations ${ }^{11}$ ( PC ): $\mathrm{A} V_{n}$ is said to admit a PC provided there exists a vector $\xi^{i}$ such that

$$
\begin{equation*}
£ \Pi_{j k}^{i}=0, \tag{1.4}
\end{equation*}
$$

where the projective connection

$$
\Pi_{j k}^{i} \equiv\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}-\frac{1}{n+1}\left(\delta_{j}^{i}\left(\begin{array}{c}
h \\
h k
\end{array}\right\}+\delta_{k}^{i}\left(\begin{array}{c}
h \\
h j
\end{array}\right\}\right) .
$$

Alternatively, we may express (1.4) in the form

$$
£_{\{ }\left\{\begin{array}{c}
i  \tag{1.5}\\
j k
\end{array}\right\}=\delta_{j}^{i} \phi_{: k}+\delta_{k}^{i} \phi_{: j}
$$

where

$$
\begin{equation*}
\phi_{; j}=(n+1)^{-1} \xi_{; m j}^{m} \tag{1.6}
\end{equation*}
$$

It follows from (1.5) that for a PC we have

$$
\begin{equation*}
h_{i j ; k}=2 g_{i j} \phi_{i k}+g_{i k} \phi_{; j}+g_{j k} \phi_{; i} \tag{1.7}
\end{equation*}
$$

In addition we find that for every PC we have

$$
\begin{equation*}
£ W_{j k l}^{i}=0 \tag{1.8}
\end{equation*}
$$

[^77]
1.WPC - Weyl Projective Collineation - ${ }^{2} W^{\prime}{ }_{\text {m }}=0$.
2. PC - Projective Collineation $\left.\left.-\mathcal{S}_{j}^{\prime}\right\}_{k}\right\}=\delta_{j}^{\prime} \phi_{; k}+\delta_{k}^{\prime} \phi_{j j}$.
3. SPC - Special Projective Collineation - $\mathcal{L}^{\prime}(\hat{j})=\delta_{j}^{\prime} \phi_{i k}+\delta_{k}^{\prime} \phi_{j j}, \phi_{i j k}=0$.
4. RC-Ricci Collineation-\& $\mathrm{R}_{i j}=0$.
5. CC - Curvature Collineation- $\mathcal{L} \mathrm{R}_{j k n}^{\prime}=0$.
6. SCC - Special Curvature Collineation - $\left.\left(\mathcal{L}^{\prime}\{ )_{\mu}\right)\right)_{; n}=0$.
7. AC - Affine Collineation - $\mathscr{A}\left\{_{j k}^{\prime}\right\}=0$.
8. HM - Homothetic Motion $-\mathscr{L}_{g_{1 \prime}}=2 \sigma g_{i \prime}, \sigma=$ const.
9.M - Motion - Z $_{\text {gii }}=0$.
10. SConf $C$ - Special Conformal Collineation $-\mathcal{Z}_{i k}^{\prime} k=\delta_{j}^{i} \sigma_{i k}+\delta_{k}^{i} \sigma_{i j}-g_{i n} g^{i n} \sigma_{j 4}, \sigma_{j i k}=0$.
11.S Conf M - Special Conformal Motion - $2 g_{i \prime}=2 \sigma g_{i \prime}, \sigma_{j / k}=0$.
12. W Conf $C$ - Weyl Conformal Collineation $-\mathcal{L}^{\prime} \mathrm{C}_{j \text { int }}=\mathrm{O}$.
13. Conf $C$ - Conformal Collineation- $\left\{\left\{\left\{_{\mu}^{\prime}\right\}=\delta_{j}^{\prime} \sigma_{; ~}+\delta_{k}^{\prime} \sigma_{j j}-g_{\mu} \mu g^{i n} \sigma_{; n}\right.\right.$.
14. Conf M - Conformal Motion- Zgii $_{i /}=2 \sigma g_{4}$.
where the Weyl projective curvature tensor is given by
\[

$$
\begin{equation*}
W_{i j k}^{h}=R_{i j k}^{h}-(n-1)^{-1}\left(\delta_{k}^{h} R_{i j}-\delta_{j}^{h} R_{i k}\right) . \tag{1.9}
\end{equation*}
$$

\]

By inspection, every AC is a PC (i.e., a PC with $\phi_{; k}=$ 0 ). We use the terminology proper PC (Prop PC) to denote those PC which are not AC.

Conformal Motion ${ }^{9}$ (Conf M): A $V_{n}$ is said to admit a Conf M provided there exists a vector $\xi^{i}$ such that

$$
\begin{equation*}
£\left(\mathfrak{g}^{-1 / n} g_{i j}\right)=0, \quad \mathfrak{g} \equiv\left|\operatorname{Det}\left(g_{i j}\right)\right| \tag{1.10}
\end{equation*}
$$

Equivalently we have

$$
\begin{equation*}
h_{i j}=2 \sigma g_{i j} \tag{1.11}
\end{equation*}
$$

where $\sigma$ is a scalar expressible in the form

$$
\begin{equation*}
\sigma=n^{-1} \xi_{; k}^{k} . \tag{1.12}
\end{equation*}
$$

It follows that every Conf M must satisfy

$$
\begin{equation*}
£\binom{i}{j k}=\delta_{j}^{i} \sigma_{; k}+\delta_{k}^{i} \sigma_{; j}-g_{j k} g^{i m} \sigma_{; m} \tag{1.13}
\end{equation*}
$$

It can also be shown that every Conf $M$ satisfies $£ K_{j k}^{i}=0$, where the conformal connection $K_{j k}^{i}$ is formed with the relative tensor $\left(\mathrm{g}^{-1 / n} g_{i j}\right)$ in the same manner that the Christoffel symbol $\left\{{ }_{j k}^{i}\right\}$ is constructed with the metric tensor $g_{i j}$. Alternatively, $K_{j k}^{i}$ may be expressed in the form

$$
K_{j k}^{i} \equiv\left\{\begin{array}{c}
i \\
j k
\end{array}\right\}-\frac{1}{n}\left(\delta_{j}^{i}\left(\begin{array}{c}
m \\
m k
\end{array}\right\}+\delta_{k}^{i}\left(\begin{array}{c}
m \\
m j
\end{array}\right\}-g_{j k} g^{i m}\binom{h}{h m}\right)
$$

We use the notation Proper Conf M (Prop Conf M) for those Conf M with $\sigma \neq$ const.

Homothetic Motions ${ }^{9}$ (HM): A $V_{n}$ is said to admit an HM if there exists a vector $\xi^{i}$ such that (1.11) holds with $\sigma$ a nonzero constant.

Conformal Collineations ${ }^{12}$ (Conf C): A $V_{n}$ is said to admit a Conf C if there exists a vector $\xi^{i}$ for which (1.13) holds. It follows that every Conf $M$ is a Conf $C$, but not necessarily conversely. It can be shown that the necessary and sufficient condition (1.13) for a Conf C may be expressed in the equivalent form

$$
\begin{equation*}
h_{i j ; k}=2 \sigma_{; k} g_{i j} \tag{1.14}
\end{equation*}
$$

and that every Conf C (see Ref. 9, p. 160) must satisfy

$$
\begin{equation*}
£ C_{i j k}^{h}=0, \tag{1.15}
\end{equation*}
$$

where the conformal curvature tensor $C_{i j k}^{h}$ is defined

[^78]by ${ }^{7}$
\[

$$
\begin{array}{r}
C_{i j k}^{h} \equiv R_{i j k}^{h}+(n-2)^{-1}\left(\delta_{j}^{h} R_{i k}-\delta_{k}^{h} R_{i j}+g_{i i} R_{j}^{h}-g_{i j} R_{k}^{h}\right) \\
+R[(n-1)(n-2)]^{-1}\left(\delta_{k}^{h} g_{i j}-\delta_{j}^{h} g_{i k}\right) .
\end{array}
$$
\]

[Consistent with the notation of Eisenhart (see Ref. 10 ) we define the Ricci tensor by $R_{i j} \equiv R_{i j h}^{h}$, and the scalar curvature by $R \equiv R_{i}^{i}$.]

As a means of succinctly summarizing the relations between the well-known symmetries discussed above. and several additional symmetries which are considered in this paper, we have constructed a block diagram (Fig. 1). The diagram should be read in the following sense: When it exists, (i.e., is admitted by the $V_{n}$ ) the symmetry described in any given block is automatically a subcase of the symmetries described in those adjacent blocks indicated by the arrows leading from the given block. Thus for example, if an HM is admitted by the $V_{n}$, then the transformation which defines the HM also satisfies the requirements for being a Conf M and AC and so on through the diagram. Note that the dashed arrows should only be considered when the Ricci tensor vanishes. The several blocks containing symmetries which were not discussed earlier will be explained at appropriate places in the text.
We remark in passing that there are several interesting possibilities for expanding this diagram in the sense of defining additional new symmetries. Here, however, we have limited the diagram to include only those symmetries which we discuss because of their relation to CC .

## 2. NECESSARY AND SUFFICIENT CONDITIONS FOR CURVATURE COLLINEATIONS

The infinitesimal transformation

$$
\begin{equation*}
\bar{x}^{i}=x^{i}+\xi^{i}(x) \delta t, \tag{2.1}
\end{equation*}
$$

where $\delta t$ is a positive infinitesimal, defines a curvature collineation (CC) provided the Riemannian space $V_{n}$ (of general signature) admits a vector field $\xi^{i}(x)$ such that

$$
\begin{equation*}
£_{\xi} R_{j k i}^{k}=0 \tag{2.2}
\end{equation*}
$$

In general, the solution to (2.2) consists of a set of $r$ vectors $\xi_{(\alpha)}^{i} \alpha=1, \cdots, r$ which define an $r$-parameter invariance group. ${ }^{9}$ However, in this paper we shall not investigate the group properties of CC per se.

Next we present several useful forms for the Lie derivative of the curvature tensor. Formally, we have (see Ref. 9):

$$
\begin{align*}
£ R_{j h i}^{k} \equiv R_{j h i, m}^{k} \xi^{m}+R_{m h i}^{k} \xi_{, i}^{m} & +R_{j m i}^{k} \xi_{, k}^{m} \\
& +R_{j h m}^{k} \xi_{, i}^{m}-R_{j h i}^{m} \xi_{, m}^{k} \tag{2.3}
\end{align*}
$$

By use of the definition of covariant differentiation, we obtain

$$
\begin{align*}
& £ R_{j h i}^{k}=R_{j h i ; m}^{k} \xi^{m}+R_{m h i}^{k} \xi_{; j}^{m}+R_{j m i}^{k} \xi_{; h}^{m} \\
&+R_{j h m}^{k} \xi_{; i}^{m}-R_{j h i}^{m} \xi_{; ~}^{k} \tag{2.4}
\end{align*}
$$

If we employ the Bianchi and Ricci identities (see Ref. 7) and use (1.2), we find (2.4) can be expressed in the forms

$$
£ R_{j h i}^{k}=\left(\begin{array}{l}
\binom{k}{i j}
\end{array}\right)_{; h}-\left(£^{k}\left(\begin{array}{l}
k  \tag{2.5}\\
h j
\end{array}\right\}\right)_{; i}
$$

and

$$
\begin{align*}
& £ R_{j h i}^{k}=\frac{1}{2} g^{k m}\left[\left(h_{i m ; j}+h_{m j ; i}-h_{i j ; m ; h}\right)_{;}\right. \\
&\left.\quad-\left(h_{h m ; j}+h_{m ; ; h}-h_{h ; ; m}\right)_{; i}\right] . \tag{2.6}
\end{align*}
$$

By substitution of $£ R_{j h i}^{k}$ as given by (2.6) into (2.2) we obtain (after multiplying by $g_{k l}$ to lower the index $k$ ):

Theorem 2.1: A necessary and sufficient condition for a Riemannian space $V_{n}$ to admit a CC is that there exist a transformation of the form (2.1) such that the vector $\xi^{i}$ satisfies

$$
\begin{align*}
&\left(h_{i m: j}+h_{m j ; i}-h_{i j ; m}\right)_{; h} \\
&-\left(h_{h m ; j}+h_{m j ; h}-h_{h ; m}\right)_{; i}=0, \tag{2.7}
\end{align*}
$$

where

$$
h_{i j} \equiv \xi_{i ; j}+\xi_{j ; i}
$$

We may express (2.7) in an equivalent but simpler form by returning to (2.2) and substituting (2.5) into (2.2) and then using the first expression for $£\left\{\begin{array}{l}i j k \\ \}\end{array}\right.$ given by (1.2) along with the Ricci identity to obtain

$$
\begin{align*}
\left(\xi_{i ; m j}+\xi_{m ; j i}\right. & \left.-\xi_{i ; j m}\right)_{; h} \\
& -\left(\xi_{h ; m j}+\xi_{m ; j h}-\xi_{h ; j m}\right)_{; i}=0 . \tag{2.8}
\end{align*}
$$

Although (2.8) is a simpler equation than (2.7), we find (2.7) to be more useful for most of our considerations.

From (2.2) we observe by contracting on the indices $k$ and $i$ that every CC vector $\xi^{i}$ satisfies

$$
\begin{equation*}
£ R_{j_{h}}=0 . \tag{2.9}
\end{equation*}
$$

In general, if a $V_{n}$ admits a vector $\xi^{i}$ such that (2.9) holds we say that the $V_{n}$ admits a "Ricci collineation" (RC). Thus,

Theorem 2.2: In a $V_{n}$ every CC is an RC.
In (2.7) if we interchange the indices $j$ and $m$ and add the resulting equation to (2.7) we obtain

Theorem 2.3: A necessary condition for a transformation of the form (2.1) to define a CC is that

$$
\begin{equation*}
h_{j m ; i h}-h_{j m ; h i}=0 \tag{2.10}
\end{equation*}
$$

It is of interest to note that (2.10) could also be obtained by starting with

$$
\begin{equation*}
g_{i a} R_{j k m}^{a}+\mathrm{g}_{j a} R_{i k m}^{a} \equiv 0 \tag{2.11}
\end{equation*}
$$

By taking the Lie derivative of (2.11) it follows that, if (2.2) holds, we obtain

$$
\begin{equation*}
h_{i a} R_{j k m}^{a}+h_{j a} R_{i k m}^{a}=0 \tag{2.12}
\end{equation*}
$$

which by means of the Ricci identity reduces to (2.10).
The necessary condition (2.10) for a CC leads directly to an identity that has been of special interest in the formulation of the field conservation laws of general relativity. In particular, if the condition (2.10) is multiplied by $\mathfrak{g}^{\frac{1}{2}} g^{i h} g^{m i}$, where $\mathfrak{g} \equiv\left|\operatorname{Det} g_{i j}\right|$, one obtains

$$
\begin{equation*}
\left[\mathfrak{g}^{\frac{1}{2}}\left(\xi^{i ; j}-\xi^{j ; i}\right)\right]_{; i i} \equiv\left\{\left[\mathfrak{g}^{\frac{1}{2}}\left(\xi^{i ; j}-\xi^{j ; i}\right)\right]_{; i}\right\}_{, i} \equiv 0 . \tag{2.13}
\end{equation*}
$$

This is the covariant identity first discussed in the literature by Komar ${ }^{5}$ and given further interpretation by Komar ${ }^{13}$ and others ${ }^{14}$ in terms of its role as a conservation law generator when the space-time admits symmetry properties. Since this tensor expression is obviously a vanishing identity ${ }^{15}$ for all $\xi^{i}$, it follows that this necessary condition for a CC places no restriction on $\xi^{i}$. Nonetheless, this result emphasizes, as expected, that CC are necessarily symmetry properties of space-time that are embraced by the group of general curvilinear coordinate transformations in space-time. ${ }^{16}$ In this paper, no attempt is made to explicitly formulate or interpret the field conservation laws that would follow from (2.13) for

[^79]space-times that admit CC. However, it is of some interest to note that, for pure fields of gravitational radiation, (2.13) would not, in general, lead to trivial results for "proper" CC as do their counterparts corresponding to M (Killing vectors). ${ }^{17} \mathrm{We}$ discuss CC in $V_{n}$ with $R_{i j}=0$ in Sec. 4 and CC for null metrics in Sec. 7.

## 3. RELATIONS BETWEEN CC AND OTHER SYMMETRIES

From the definition (1.1) of a M in a $V_{n}$ it is immediate that we may state

Theorem 3.1: In a $V_{n}$ every M is a CC.
Similarly, from the definition (1.2) of an AC it follows that we may state

Theorem 3.2: In a $V_{n}$ every AC is a CC.
Also it follows immediately from the definition of HM that $h_{i j}$ from (1.11) satisfies (1.3) and, hence, as a consequence of Theorem 3.2 we state

Theorem 3.3: In a $V_{n}$ every HM is a CC.
From Yano (Ref. 9, p. 167) it is known that, if a transformation is both a Conf M and a PC, then it is an HM. Hence, we have the following as a consequence of Theorem 3.3.

Theorem 3.4: In a $V_{n}$ if a transformation is both a Conf M and a PC then it is a CC.

Next, let us consider under what conditions a PC is a CC. We therefore require that $\mathfrak{£}\left\{{ }_{j k}^{i}\right\}$ be given by (1.5) and substitute for $\left\{\left\{{ }_{j i k}^{i}\right\}\right.$ in (2.5). If we then demand that $£ R_{i j \hbar}^{k}=0$, we obtain

$$
\begin{equation*}
\delta_{i}^{k} \phi_{; j h}-\delta_{h}^{k} \phi_{; j i}=0 . \tag{3.1}
\end{equation*}
$$

We set $k=i$ and sum in (3.1) to obtain $\phi_{; j h}=0$. We call a projective collineation with $\phi_{; j h}=0$ a special projective collineation (SPC). It follows immediately by a covariant differentiation of (1.5) that an SPC satisfies

$$
\begin{equation*}
\left(£_{i, i}^{k}\right\}_{; n}=0 . \tag{3.2}
\end{equation*}
$$

[^80]In general, if a $V_{n}$ admits a vector $\xi^{i}$ such that (3.2) holds, we say that the $V_{n}$ admits a special curvature collineation (SCC). Thus, every SPC is a SCC. We summarize the above by stating

Theorem 3.5: The necessary and sufficient condition for a PC to be a CC is for

$$
\begin{equation*}
\phi_{; j h}=0, \tag{3.3}
\end{equation*}
$$

where $\phi_{; j h}=(n+1)^{-1} \xi_{; i j h}^{i}$; that is, the PC must be an SPC.

Corollary 3.1: If a $V_{n}$ admits a SPC then it admits a parallel field of vectors $\phi_{j} \equiv(n+1)^{-1} \xi_{; i j}^{i}$, where $\xi^{i}$ defines the SPC.

We next turn our attention to the conditions for a Conf C to be a CC. We thus assume the $V_{n}$ admits a Conf C, that is, (1.14) holds. We now use (1.13) to evaluate $£\left\{{ }_{i j}^{k}\right\}$ in (2.5) and require that $£ R_{i j h}^{k}=0$. We immediately obtain
$\delta_{i}^{k} \sigma_{; j h}-\delta_{h}^{k} \sigma_{; j i}-g_{i j} g^{k m} \sigma_{; m j}+g_{h j} g^{k m} \sigma_{; m i}=0$.
We set $k=i$ and sum in (3.4) to obtain

$$
\begin{equation*}
(n-2) \sigma_{; j h}+g_{h j} g^{i m} \sigma_{; m i}=0 . \tag{3.5}
\end{equation*}
$$

In (3.5) we multiply by $g^{j h}$ and sum to obtain

$$
\begin{equation*}
g^{j h} \sigma_{; j h}=0 . \tag{3.6}
\end{equation*}
$$

It follows from (3.5) and (3.6) that $\sigma_{; i j}=0$. We call a conformal collineation with $\sigma_{i i j}=0$ a special conformal collineation (S Conf C). ${ }^{18}$ It follows immediately by covariant differentiation of (1.13) that an S Conf C satisfies (3.2). Thus every S Conf C is a SCC. We now summarize the above by stating

Theorem 3.6: The necessary and sufficient condition for a Conf C to be a CC is for

$$
\begin{equation*}
\sigma_{; j h}=0, \tag{3.7}
\end{equation*}
$$

where $\sigma_{; j n}=n^{-1} \xi_{; i j h}^{i}$; that is, the Conf C must be a S Conf C.

Corollary 3.2: If a $V_{n}$ admits a $\mathrm{S} \operatorname{Conf} \mathrm{C}$, then it admits a parallel field of vectors $\sigma_{j} \equiv n^{-1} \xi_{i i j}^{i}$, where $\xi^{i}$ defines the S Conf C.

We define special conformal motion (S Conf M) as a Conf M with $\sigma_{; i j}=0$. Hence, we have

[^81]
## Theorem 3.7: Every S Conf M is a S Conf C .

By consideration of the deformation $£_{\xi} K$ of the Riemannian curvature $K$ under an $S$ Conf $M$, we are able to gain a little more insight into this particular symmetry. We recall the Riemannian curvature associated with an elementary two-space is the invariant ${ }^{19}$

$$
\begin{equation*}
K=\epsilon(\eta) \epsilon(p) R_{i j k}^{a} g_{a m} p^{i} \eta^{j} p^{k} \eta^{m}, \tag{3.8}
\end{equation*}
$$

where $\eta^{i}$ and $p^{i}$ are orthogonal unit vectors, and $\epsilon(\eta)$ and $\epsilon(p)$ their indicators. We thus assume the $V_{n}$ admits an S Conf M with respect to the vector $\xi^{i}$ and then define the unit vector $\eta^{i}$ by

$$
\begin{equation*}
\eta^{i} \equiv \mu^{-1} \xi^{i}, \quad \mu^{2} \equiv \xi^{j} \xi_{j}, \tag{3.9}
\end{equation*}
$$

where $\mu$ is a scalar. In addition, we take the unit vector $p^{i}$ to be the tangent to a curve such that $p^{i} \equiv$ $d x^{i} / d s$, where $d s$ is the differential path parameter.

The deformation in $K$ with respect to $\xi^{i}$ takes the form

$$
\begin{align*}
£ K= & \epsilon(\eta) \epsilon(p)\left[\left(£ R_{i j k}^{a}\right) g_{a m} p^{i} \eta^{j} p^{k} \eta^{m}\right. \\
& +R_{i j k}^{a}\left(£ g_{a m}\right) p^{i} \eta^{j} p^{k} \eta^{m}+2 R_{i j k}^{a} g_{a m} £\left(p^{i}\right) \eta^{j} p^{k} \eta^{m} \\
& \left.+2 R_{i j k}^{a} g_{a m} p^{£} £\left(\eta^{i}\right) p^{k} \eta^{m}\right] . \tag{3.10}
\end{align*}
$$

From Yano (Ref. 9, p. 89), we have

$$
\begin{equation*}
£ p^{i} \equiv £\left(\frac{d x^{i}}{d s}\right)=-p^{i} \frac{(£ d s)}{d s} \tag{3.11}
\end{equation*}
$$

Next we formulate $£ \eta^{j}$ and find by use of (3.9) that

$$
\begin{equation*}
\mathfrak{£} \eta^{j}=\eta_{; l}^{j} \xi^{l}-\eta_{\xi ; l}^{l}=-\mu_{i l}^{j} \eta^{l} \eta^{j} . \tag{3.12}
\end{equation*}
$$

Our assumption that $\xi^{i}$ defines an S conf M assures us that $£_{\xi} R_{i j k}^{a}=0$ and $£_{\xi} g_{i j}=2 \sigma g_{i j}$. Hence, with this assumption and use of (3.11) and (3.12) we obtain

$$
\begin{equation*}
£ K=2\left[\sigma-(£ d s) / d s-\mu_{; i} \eta^{l}\right] K . \tag{3.13}
\end{equation*}
$$

From the fundamental form of the $V_{n}$,

$$
\begin{equation*}
d s^{2}=g_{i j} d x^{i} d x^{j} \tag{3.14}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
2 d s(£ d s)=\left(\mathfrak{f}_{i j}\right) d x^{i} d x^{j} \tag{3.15}
\end{equation*}
$$

which, for a Conf $M$ (see 1.11), reduces to

$$
\begin{equation*}
2 d s(£ d s)=2 \sigma g_{i j} d x^{i} d x^{j}=2 \sigma d s^{2} \tag{3.16}
\end{equation*}
$$

Thus in (3.13) we use $(£ d s) / d s=\sigma$ to obtain

$$
\begin{equation*}
£ K=-2 \mu_{;} ; \eta^{l} K=-2[(£ \mu) / \mu] K . \tag{3.17}
\end{equation*}
$$

From the definition of $\mu^{2}$ [See Eq. (3.9)], we have

$$
\begin{equation*}
2 \mu \mu_{; l}=\xi_{; i}^{j} \xi_{j}+\xi^{j} \xi_{j ; l}=2 \xi_{j ;} \xi^{j} . \tag{3.18}
\end{equation*}
$$

[^82]Therefore, from (3.18) we obtain (using the definition of $\eta^{i}$ ):

$$
\begin{align*}
2 \mu_{; l} \eta^{l}=2 \xi_{j ; l} \eta^{l} \eta^{j}=\left(\xi_{j ; l}\right. & \left.+\xi_{l ; j}\right) \eta^{l} \eta^{j} \\
& =\left(£_{j j l}\right) \eta^{l} \eta^{j}=2 \sigma . \tag{3.19}
\end{align*}
$$

Thus (3.17) becomes

$$
\begin{equation*}
£ K=-2 \sigma K=-\frac{£\left(d s^{2}\right) K}{d s^{2}} \tag{3.20}
\end{equation*}
$$

and we find that the deformation in Riemannian curvature takes a particularly simple form.
Assuming $K>0$ in (3.20) we find that, if distances are stretched by the deformation, then the Riemannian curvature decreases.

## 4. CC IN SPECIAL RIEMANNIAN SPACES

## A. $V_{n}$ with Vanishing Ricci Tensor

Let us now consider those $V_{n}$ for which

$$
\begin{equation*}
R_{i j}=0 . \tag{4.1}
\end{equation*}
$$

We denote such spaces by $V_{n}^{0}$. From the definition of the Weyl projective curvature tensor $W_{i j k}^{h}$, [see Eq. (1.9)] we find, for a $V_{n}^{0}$, that

$$
\begin{equation*}
W_{i j k}^{h}=R_{i j k}^{h} . \tag{4.2}
\end{equation*}
$$

As mentioned in Sec. 1, it can be shown (Ref. 9, p. 134) if a $V_{n}$ admits a PC then the vector $\xi^{i}$ defining the PC must satisfy $£_{\xi} W_{i j k}^{h}=0$. Hence, we may state

Theorem 4.1: In a $V_{n}^{0}$ (i.e., a $V_{n}$ with $R_{i j}=0$ ) every PC is a CC .

It follows immediately from Theorem 4.1, Theorem 3.5 , and Corollary 3.1 that we may state

Corollary 4.1: If a $V_{n}^{0}$ admits a PC, then the PC must be an SPC.

Corollary 4.2: If a $V_{n}^{0}$ admits a PC, then it also admits a field of parallel vectors.

Next we consider the conformal curvature tensor $C_{i j k}^{h}$ [see Eq. (1.16)] and observe that in a $V_{n}^{0}$ :

$$
\begin{equation*}
C_{i j k}^{h}=R_{i j k}^{h} . \tag{4.3}
\end{equation*}
$$

As mentioned in Sec. 1, if a $V_{n}$ admits a Conf C, then the vector $\xi^{i}$ defining the Conf C must satisfy $f_{\xi} C_{i j k}^{h}=0$. Hence, we may state

## Theorem 4.2: In a $V_{n}^{0}$ every $\operatorname{Conf} \mathrm{C}$ is a CC.

It follows immediately from Theorem 4.2, Theorem 3.6 , and Corollary 3.2 that we may state

Corollary 4.3: If a $V_{n}^{0}$ admits a Conf C , then the Conf C must be a S Conf C .

Corollary 4.4: If a $V_{n}^{0}$ admits a Conf C , then it also admits a field of parallel vectors.

## B. Einstein Spaces

Next consider a $V_{n}$ which is an Einstein space. It then follows (assuming $R \neq 0$ ) that ${ }^{20}$

$$
\begin{equation*}
R_{i j}=(R / n) g_{i j}=(n-1) \kappa g_{i j} \tag{4.4}
\end{equation*}
$$

where $\kappa$ is the scalar curvature which is constant for $n>2$. Let us consider first the case $n>2$ and assume the space admits a Ricci collineation (RC). It follows from (2.9) and (4.4) that $£ g_{i j}=0$. Hence we may state

Theorem 4.3: Every RC in an Einstein space ( $R \neq 0, n>2$ ) is an M.

Since every space of constant curvature is an Einstein space we have from Theorem 4.3:

Corollary 4.5: Every RC in a space of constant curvature ( $R \neq 0, n>2$ ) is an M .

Since every harmonic space is an Einstein space ${ }^{21}$ we obtain from Theorem 4.3:

Corollary 4.6: Every RC in a harmonic space $(R \neq 0, n>2)$ is an M .

From Theorem 2.2 we know that in a $V_{n}$ every CC is a RC. Hence, we have

Corollary 4.7: Every $C C$ in an Einstein space $(R \neq 0, n>2)$ is an M .

Corollary 4.8: Every CC in a space of constant curvature $(R \neq 0, n>2)$ is an M .

Corollary 4.9: Every $C C$ in a harmonic space ( $R \neq 0, n>2$ ) is an M.

Next we consider the case $n=2$. Since, for every $V_{2}$, Eq. (4.4) is applicable (i.e., every $V_{2}$ is an Einstein space, and where $R$ is a scalar) we have from (4.4) and (2.9), assuming the space admits an $R C$,

$$
\begin{equation*}
(£ R) g_{i j}+R £ g_{i j}=0 \tag{4.5}
\end{equation*}
$$

[^83]Therefore (still assuming $R \neq 0$ ) we find

$$
\begin{equation*}
£ g_{i j}=-(£ R / R) g_{i j} \tag{4.6}
\end{equation*}
$$

Hence we have
Theorem 4.4: Every RC in a $V_{2}$ is a Conf M (or M as a subcase when $£ R=0$ ).

It follows immediately by means of Theorem 2.2 that we may state another result.

Corollary 4.10: Every CC in a $V_{2}$ is a Conf M (or M as subcase when $£ R=0$ ).

## 5. SCC AND FIRST INTEGRALS OF THE GEODESIC EQUATIONS

We now wish to examine more closely the class of CC which we have called SCC. It will be recalled [see Eq. (3.2)] that these symmetries were characterized by the existence of a vector $\xi^{i}$ for which

$$
\left(£_{5}\left(\begin{array}{l}
k  \tag{5.1}\\
i j
\end{array}\right\}\right)_{; h}=0
$$

If the $£\left\{\begin{array}{l}k \\ i j\end{array}\right\}$ is expressed in terms of the $h_{i j}$ by use of (1.2), it then follows that (5.1) implies

$$
\begin{equation*}
\left(h_{i m ; j}+h_{m j ; i}-h_{i j ; m}\right)_{; k}=0 \tag{5.2}
\end{equation*}
$$

By interchanging the indices $i$ and $m$ in (5.2) and adding the resulting equation to (5.2), we obtain

$$
\begin{equation*}
h_{i m ; j k}=0 \tag{5.3}
\end{equation*}
$$

It is easily seen that (5.3) also implies (5.1); hence, we may state

Theorem 5.1: The necessary and sufficient condition for a $V_{n}$ to admit an SCC (i.e., a CC such that $\left.\left(£_{\xi}\left\{{ }_{j k}^{i}\right\}\right)_{; l}=0\right)$ is that there exist a vector $\xi^{i}$ for which $h_{i j ; k l}=0$, where $h_{i j} \equiv \xi_{i ; j}+\xi_{j ; i}$.

If we multiply (5.3) by $g^{i m}$ and sum, we obtain

$$
\begin{equation*}
\lambda_{j ; k} \equiv \xi_{; m j k}^{m}=0 \tag{5.4}
\end{equation*}
$$

Hence, we may state
Corollary 5.1: If a $V_{n}$ admits an SCC then it admits a parallel field of vectors $\lambda_{j} \equiv \xi_{; m j}^{m}$, where $\xi^{m}$ is defined by (5.1).

It is well known (see Ref. 7) that the necessary and sufficient condition for the geodesic equation

$$
\frac{d p^{i}}{d s}+\left\{\begin{array}{c}
i  \tag{5.5}\\
j k
\end{array}\right\} p^{j} p^{k}=0, \quad p^{i} \equiv \frac{d x^{i}}{d s}
$$

to admit an $m$ th order first integral of the form

$$
\begin{equation*}
A_{i_{1} i_{2}} \cdots{ }_{i_{m}} p^{i_{1}} p^{i_{2}} \cdots p^{i_{m}}=\mathrm{const} \tag{5.6}
\end{equation*}
$$

where $A_{i_{1} \cdots i_{m}}$ is assumed symmetric on all indices, is ${ }^{22}$

$$
\begin{equation*}
P\left\{A_{i_{1} \cdots i_{m} ; i_{m+1}}\right\}=0 \tag{5.7}
\end{equation*}
$$

Physically, such integrals are of interest in general relativity in that they are constants of the motion for a free mass particle.

For the case $m=1$ we find from (5.6) and (5.7) that the geodesics have linear first integrals

$$
\begin{equation*}
A_{i_{1}} p^{i_{1}}=\text { const } \tag{5.8}
\end{equation*}
$$

provided

$$
\begin{equation*}
A_{i_{1} ; i_{2}}+A_{i_{2} ; i_{1}}=0 \tag{5.9}
\end{equation*}
$$

We recognize (5.9) to be Killing's equations or the necessary and sufficient conditions for the $V_{n}$ to admit a motion [See Eq. (1.1) and Ref. 2].
Similarly for the case $m=2$ we find from (5.6) and (5.7) that the geodesics have quadratic constants of the motion of the form

$$
\begin{equation*}
A_{i_{1} i_{2}} p^{i_{1}} p^{i_{2}}=\text { const } \tag{5.10}
\end{equation*}
$$

provided

$$
\begin{equation*}
A_{i_{1} i_{2} ; i_{3}}+A_{i_{3} i_{1} ; i_{2}}+A_{i_{2} i_{3} ; i_{1}}=0 \tag{5.11}
\end{equation*}
$$

It was recently shown (Ref. 3) that PC and AC are basicly related to quadratic first integrals in much the same manner that $M$ are related to linear first integrals. ${ }^{23}$

Taking $m=3$ in (5.6) and (5.7), we find the geodesics have cubic first integrals of the form

$$
\begin{equation*}
A_{i_{1} i_{2} i_{3}} p^{i_{1}} p^{i_{2}} p^{i_{3}}=\mathrm{const} \tag{5.12}
\end{equation*}
$$

provided
$A_{i_{1} i_{2} i_{3} ; i_{4}}+A_{i_{4} i_{1} i_{2} ; i_{3}}+A_{i_{3} i_{4} i_{1} ; i_{2}}+A_{i_{2} i_{3} i_{4} ; i_{1}}=0$.
We next define

$$
\begin{equation*}
A_{i j k} \equiv h_{i j ; k}+h_{k i ; j}+h_{j k ; i} \tag{5.14}
\end{equation*}
$$

and, by means of (5.3), observe that

$$
\begin{equation*}
A_{i j k ; m}=0 . \tag{5.15}
\end{equation*}
$$

Hence, we may state

[^84]Theorem 5.2: If a $V_{n}$ admits an SCC with respect to the vector $\xi^{i}$, then the geodesics in the $V_{n}$ admit a cubic first integral of the form $A_{i j k} P^{i} p^{i} p^{k}=$ const, where $A_{i j k}$ is defined by (5.14) and satisfies (5.15).

From Theorem 5.1 and Eqs. (5.4), (5.8), and (5.9), we may write

Theorem 5.3: If a $V_{n}$ admits an SCC with respect to the vector $\xi^{i}$, then the $V_{n}$ also admits an M (Killing vector) with respect to the vector $\lambda^{i}$, where $\lambda_{j} \equiv \xi^{i}{ }_{; m j}$ and where $\lambda_{j: k}=0$. In addition, the geodesics in the $V_{n}$ admit a linear first integral $\lambda_{j} p^{j}=$ const.

In Sec. 3, we found that every SPC is an SCC. Thus, by means (1.7) and (5.14) (assuming $\phi_{; j k}=0$ as required for the PC to be an SPC), we construct the coefficient $A_{i j k}$ of the cubic first integral which must exist and find

$$
\begin{equation*}
A_{i j k}=4\left(g_{i j} \phi_{; k}+g_{j k} \phi_{; i}+g_{k i} \phi_{; j}\right) . \tag{5.16}
\end{equation*}
$$

We notice that (5.16) satisfies (5.15) and the resulting cubic first integral reduces to

$$
\begin{equation*}
g_{i j} \phi_{; k} p^{i} p^{j} p^{k}=\text { const. } \tag{5.17}
\end{equation*}
$$

By inspection of (5.17) it is observed that this integral may be considered as degenerate ${ }^{24}$ in that it is expressible as the product of the fundamental quadratic first integral $g_{i j} p^{i} p^{j}=1$ and the linear first integral $\phi_{; k} p^{k}=$ const (which exists because $\phi_{; j k}=0$ ).

Also in Sec. 3 we found that every $S$ Conf $C$ is an SCC. Thus, by using (1.14) and (5.14), we construct (using $\sigma_{; i k}=0$ as required for an $\mathbf{S}$ Conf $C$ ) the coefficient $A_{i j k}$ of a cubic first integral and obtain

$$
\begin{equation*}
A_{i j k}=2\left(\sigma_{; i} g_{j k}+\sigma_{; j} g_{k i}+\sigma_{; k} g_{i j}\right) \tag{5.18}
\end{equation*}
$$

which we observe satisfies (5.15). Thus'the resulting cubic first integral reduces to

$$
\begin{equation*}
\sigma_{; i} g_{j k} p^{i} p^{i} p^{k}=\text { const. } \tag{5.19}
\end{equation*}
$$

As with the cubic first integral resulting from the SPC, we also find the cubic first integral resulting from the $V_{n}$ admitting an S Conf C is degenerate in that it too is a product of the fundamental quadratic first integral $g_{j k} p^{j} p^{k}=1$ and the linear first integral $\sigma_{; i} p^{i}=\mathrm{const}$ (which exists because $\sigma_{; j k}=0$ ).

Although we have found that SPC and S Conf C (which we recall are subcases of SCC) lead to degenerate cubic first integrals, we have no reason to suspect that, in general, all cubic first integrals concomitant with the existence of SCC in a $V_{n}$ are degenerate.

[^85]
## 6. A CONSERVATION LAW GENERATOR CONCOMITANT WITH THE EXISTENCE OF CC IN $V_{n}$ WITH $R=0$ AND $R_{i j} \neq 0$

We assume that a $V_{n}$ with $R=0$ and $R_{i j} \neq 0$ admits a Ricci collineation ( RC ), i.e., we assume there exists a vector $\xi^{i}$ which satisfies (2.9). It therefore follows that

$$
\begin{equation*}
£ R \equiv £\left(g^{i k} R_{i k}\right)=R_{i k} £ g^{i k}=0 \tag{6.1}
\end{equation*}
$$

Since $f g^{i k} \equiv-g^{i l} g^{m k} £ g_{l m}$, we can express (6.1) in the form

$$
\begin{equation*}
R^{l m} £ g_{l m}=0 \tag{6.2}
\end{equation*}
$$

Now, using $£ g_{l m}=\xi_{l ; m}+\xi_{m ; l}$ in (6.2), we obtain

$$
\begin{equation*}
R_{l}^{m} \xi_{; m}^{l}=0 \tag{6.3}
\end{equation*}
$$

From the twice-contracted Bianchi identity (see Ref. 7 , p. 82) we find (using $R=0$ ):

$$
\begin{equation*}
R_{l ; m}^{m}=0 \tag{6.4}
\end{equation*}
$$

Combining (6.4) with (6.3) gives

$$
\begin{equation*}
\left(R_{l}^{m} \xi^{l}\right)_{; m}=0 \tag{6.5}
\end{equation*}
$$

In a space-time with $R=0$, the Einstein field equations take the form

$$
\begin{equation*}
R_{l}^{m}=\kappa T_{l}^{m} \tag{6.6}
\end{equation*}
$$

where $\kappa$ is a constant and $T_{l}^{m}$ is an energy-momentum tensor with trace $T \equiv T_{m}^{m}=0$. Substituting (6.6) in (6.5) gives

Theorem 6.1: If a space-time $V_{4}$, with $R=0$ and $R_{i j} \neq 0$, admits an RC , then there exists a covariant conservation law generator of the form

$$
\begin{equation*}
\left(\mathfrak{g}^{\frac{1}{2}} T_{l}^{m} \xi^{l}\right)_{; m} \equiv\left(\mathfrak{g}^{\frac{1}{1}} T_{l} \xi^{l}\right)_{m}=0, \quad \mathfrak{g} \equiv \mid \text { Det } g_{i j} \mid \tag{6.7}
\end{equation*}
$$

where $\xi^{l}$ is defined by $£_{\xi} R_{i j}=0$.
Since we have already found (see Theorem 2.2) that every CC is also an RC it follows that we may state

Corollary 6.1: If a space-time $V_{4}$ with $R=0$ and $R_{i j} \neq 0$ admits a $C C$, then there exists a covariant conservation law generator of the form (6.7) where $\xi^{l}$ is defined by $f_{\xi} R_{j k l}^{i}=0$.

We wish to point out that covariant conservation law generators of the form of (6.7) were first discussed by Trautmann ${ }^{25}$ who showed they held for $\xi^{i}$

[^86]representing Conf $M$ in space-times with $R=0$ and for M in space-times with $R \neq 0$.

## 7. CONSERVATION LAWS FOR NULL FIELDS

In this section, we consider the special case of space-times constituting null-electromagnetic and pure null-gravitational fields that admit CC. It will be shown that conservation laws of the type first directly constructed by Sachs ${ }^{4}$ for these null $V_{4}$ 's actually follow from a symmetry argument when CC are admitted.

First the null-electromagnetic case will be considered; the matter tensor is given by ${ }^{26} T^{i j}=R^{i j}=$ $\mu k^{i} k^{j}$, where $\mu$ is a scalar and $g_{i j} k^{i} k^{j}=0$. It follows (see Ref. 4) that there is no loss of generality in taking $k_{; ;}^{i} k^{j}=0$. Assuming this type of space-time admits a CC and using Corollary 6.1 [cf. Eq. (6.3)] one can write

$$
\begin{equation*}
\left(\mathfrak{g}^{\frac{1}{2}} T^{i j} \xi_{j}\right)_{; i}=\left(\mathfrak{g}^{\frac{1}{2}} \mu k^{i} k^{j} \xi_{j}\right)_{; i}=\left(\mathfrak{g}^{\frac{1}{2}} \mu k^{i}\right)_{; i} k^{j} \xi_{j}=0 . \tag{7.1}
\end{equation*}
$$

Thus, for ${ }^{27} k^{j} \xi_{j} \neq 0$ one finds

$$
\begin{equation*}
\left(\mathfrak{g}^{\frac{1}{2}} \mu k^{i}\right)_{i i}=\left(\mathfrak{g}^{\frac{1}{2}} \mu k^{i}\right)_{, i}=0, \tag{7.2}
\end{equation*}
$$

which gives the above mentioned conservation law in the form first found by Sachs. Here we have succeeded in relating this conservation law to a symmetry property that may be admitted by null metrics. Before discussing a nontrivial example of a nullelectromagnetic metric which admits CC, it will be shown that these considerations can be extended to the case of a pure null field of gravitational radiation.

In accord with the close analogy that exists between null-electromagnetic and null-gravitational fields, it follows that this particular type of $V_{4}^{0}$ is defined by the Bel-Robinson tensor taking the algebraic form ${ }^{28}$

$$
\begin{equation*}
T^{i j k m}=2 R^{i r j s} R_{r}^{k}{ }_{s}=\nu k^{i} k^{s} k^{k} k^{m} \tag{7.3}
\end{equation*}
$$

where $v$ is a scalar and $g_{i j} k^{i} k^{j}=0$. For vacuum spaces $V_{4}^{0}\left(R_{i j}=0\right)$ it can be shown that $R_{i j k m}=$ $-R_{i j k m}^{* *} \equiv-\left(\frac{1}{2} \mathrm{~g}^{\frac{1}{2}}\right) \epsilon_{i j r s}\left(\frac{1}{2} \mathrm{~g}^{\frac{1}{2}}\right) \epsilon_{k m u v} R^{r s u v}$; and in addition, when (7.3) holds, we find $R_{i j r s} R^{r s k m}=0, R_{i j r s}^{*} R^{r s k m}=$ 0 which, along with the full Bianchi identities, imply

$$
\begin{equation*}
T_{; m}^{i j k m}=0 \tag{7.4}
\end{equation*}
$$

[^87]With the help of these relations it will now be shown that

$$
\begin{equation*}
\left(\mathrm{g}^{\frac{1}{2}} T^{i j k m} \xi_{k}\right)_{; m}=0 \tag{7.5}
\end{equation*}
$$

provided the given null metric admits CC with respect to the vector $\xi^{k}$. In addition, it will be shown that (7.5) is essentially related to a conservation law of the form $\left(\mathrm{g}^{\frac{1}{2}} v k^{i}\right)_{; i}=\left(\mathrm{g}^{\frac{1}{2}} v k^{i}\right)_{; i}=0$ which holds for the case of a pure null-gravitational field. Writing out (7.5) gives

$$
\begin{equation*}
\left(\mathrm{g}^{\frac{1}{2}} T^{i j k m} \xi_{k}\right)_{; m}=\mathfrak{g}^{\frac{1}{2}} T^{i j k m} \xi_{k ; m}+\left(\mathfrak{g}^{\frac{1}{2}} T^{i j k m}\right)_{; m} \xi_{k} . \tag{7.6}
\end{equation*}
$$

Clearly, by use of (7.4), the last term in (7.6) vanishes. Thus (7.5) holds for CC provided it can be shown that

$$
\begin{equation*}
T^{i j k m} \xi_{k ; m} \equiv 2 R^{i r j s} R_{r}^{\left(k{ }^{m)}\right.}{ }_{s} \xi_{k ; m}=0 \tag{7.7}
\end{equation*}
$$

Returning to Sec. 2, it will be recalled that a necessary condition for a CC was given by [cf. Eq. (2.12)]:

$$
h_{k m} R_{r j s}^{m}+h_{r m} R_{k j s}^{m}=0
$$

where $h_{k m} \equiv \xi_{k ; m}+\xi_{n ; k}$. If this equation is multiplied by $g^{k j}$ and summed on $k$ and $j$ one finds (using $R_{i j}=0$ ):

$$
\begin{equation*}
\xi_{k ; m} R_{i r r}^{\left(m_{i} k\right)}=0 \tag{7.8}
\end{equation*}
$$

for all $\xi^{k}$ constituting CC of the given space-time. ${ }^{29}$ Thus (7.8) shows that (7.7) and thereby (7.5) hold when CC are admitted by pure null-gravitational metrics. Using (7.8) it immediately follows that one can also write

$$
\left(\mathrm{g}^{\frac{1}{2}} T^{i j k m} \xi_{i} \xi_{j} \xi_{k}\right)_{; m}=0
$$

in addition to Eq. (7.5). Hence the following theorem can be stated:

Theorem 7.1: If a null $V_{4}^{0}$ [i.e., a $V_{4}^{0}$ with $T^{i j k m}=$ $2 R^{i r j s} R_{r}^{k m}=\nu k^{i} k^{j} k^{k} k^{m}$, where $k^{i} k_{i}=0$ and $\nu$ is a nonzero scalar] admits a CC, then the null $V_{4}^{0}$ admits a "conservation law" of the form

$$
\left(\mathfrak{g}^{\frac{1}{2}} T^{i j k m} \xi_{k}\right)_{; m}=0
$$

or a proper conservation law generator of the form

$$
\left(\mathfrak{g}^{\frac{1}{2}} T^{i j k m} \xi_{i} \xi_{j} \xi_{k}\right)_{, m}=\left(\mathfrak{g}^{\frac{1}{2}} T^{i j k m} \xi_{i} \xi_{j} \xi_{k}\right)_{; m}=0 .
$$

When CC are admitted by a null $V_{4}^{0}$, this theorem, in turn, implies Sach's conservation law

$$
\left(\mathrm{g}^{\frac{1}{2}} \nu k^{m}\right)_{; m}=\left(\mathrm{g}^{\frac{1}{2}} \nu k^{m}\right)_{,_{m}}=0,
$$

for ${ }^{30} k^{j} \xi_{j} \neq 0$ with $k_{i ; j^{\prime}} k^{j}=0$. This result immediately follows by expressing (7.5) in the form

$$
\left(\mathrm{g}^{\frac{1}{2}} v k^{i} k^{j} k^{l} k^{m} \xi_{l}\right)_{; m}=\left(\mathrm{g}^{\frac{1}{2}} v k^{m}\right)_{; m} k^{i} k^{j} k^{l} \xi_{l}=0 .
$$

[^88]Also, in this connection, it should be mentioned that Komar ${ }^{31}$ has recently pointed out that for a $V_{4}^{0}$, $P^{m} \equiv \mathrm{~g}^{\frac{1}{2}} T^{i j k m} \xi_{i} \xi_{j} \xi_{k}$ with $P^{m}{ }_{, m}=0$ gives a constant of the motion which generates a "proper canonical mapping" closely related to that of the linearized theory providing Killing vectors $\xi^{i}$ are admitted. In terms of Theorem 7.1, it is now seen that this observation due to Komar can be extended to include the more general case ${ }^{32}$ of CC for null $V_{4}^{0}$.

## 8. EXAMPLE OF A $V_{4}$ WHICH ADMITS A CC

We now wish to demonstrate the existence of a type of space-time which admits a proper CC, that is, a CC which is not degenerate in the sense of being at the same time a lesser symmetry such as an M or PC, etc. The fundamental form of the space-time we wish to examine is
$d s^{2}=-\left(d x^{1}\right)^{2}-\left(d x^{2}\right)^{2}-C(u)\left(d x^{3}\right)^{2}+\left(d x^{4}\right)^{2}$,
where $u \equiv x^{1}-x^{4}$. Physically, (8.1) can be interpreted as the line element of a null-electromagnetic (plane-wave) radiation space-time of the type considered, for example, by Sach's (refer to the discussion of Sec. $7^{33}$ ). The line element (8.1) is a special case of a more general $V_{4}$ which is known to admit a fiveparameter group of motions. ${ }^{34}$
A brief outline of the procedure for finding the CC vector $\xi^{i}$ admitted by (8.1) is next presented. Starting with (2.3), the equations to be solved for the $\xi^{i}$ can be expressed in the form

$$
\begin{align*}
£ R_{j k l}^{i}=R_{j k l, m}^{i} \xi^{m} & -R_{j k k}^{m} \xi^{i}{ }_{, m}+R_{m k l}^{i} \xi^{m}{ }_{, j} \\
& +R_{j m l}^{i} \xi^{m}{ }_{, k}+R_{j k m}^{i} \xi^{m}{ }^{2}, l \tag{8.2}
\end{align*}=0 .
$$

From the algebraic symmetries on the indices we find that, in a $V_{4}$, Eq. (8.2) formally represents 96 equations. Evaluation of these equations by use of the metric tensor defined by (8.!) leads to the following set of equations (redundant and trivial equations have

[^89]been omitted):
\[

$$
\begin{align*}
& £ R_{112}^{3}=0 \Rightarrow \xi^{3}{ }_{, 2}=0,  \tag{8.3}\\
& £ R_{113}^{2}=0 \Rightarrow \xi^{2}{ }_{, 3}=0 \text {, }  \tag{8.4}\\
& £ \dot{R}_{113}^{1}=0 \Rightarrow \xi^{1}{ }_{, 3}+C \xi^{3}{ }_{, 1}=0,  \tag{8.5}\\
& £ R_{113}^{4}=0 \Rightarrow \xi^{4}{ }_{, 3}+C \xi^{3}{ }_{, 1}=0,  \tag{8.6}\\
& £ R_{114}^{3}=0 \Rightarrow \xi^{3}{ }_{, 1}+\xi^{3}{ }_{, 4}=0,  \tag{8.7}\\
& £ R_{123}^{3}=0 \Rightarrow \xi^{1}{ }_{, 2}-\xi^{4}{ }_{, 2}=0,  \tag{8.8}\\
& £ R_{313}^{2}=0 \Rightarrow \xi^{2}, 1+\xi^{2}{ }_{, 4}=0,  \tag{8.9}\\
& £ R_{413}^{1}=0 \Rightarrow \xi^{1}{ }_{, 3}-C \xi^{3}{ }_{, 4}=0,  \tag{8.10}\\
& £ R_{434}^{4}=0 \Rightarrow \xi^{4}{ }_{, 3}-C \xi^{3}{ }_{, 4}=0,  \tag{8.11}\\
& £ R_{334}^{3}=0 \Rightarrow \xi^{1}{ }_{, 3}-\xi_{, 3}^{4}+C\left(\xi^{3}{ }_{, 1}+\xi^{3}{ }_{, 4}\right)=0,  \tag{8.12}\\
& £ R_{113}^{3}=0 \Rightarrow 2\left(\xi^{1}-\xi^{4}\right), 1 \\
& \left.+\left[\ln \left(C^{-1} R_{1331}\right)\right]\right]_{u}\left(\xi^{1}-\xi^{4}\right)=0,  \tag{8.13}\\
& £ R_{434}^{3}=0 \Rightarrow-2\left(\xi^{1}-\xi^{4}\right)_{, 4} \\
& +\left[\ln \left(-C^{-1} R_{1313}\right)\right]_{, u}\left(\xi^{1}-\xi^{4}\right)=0,  \tag{8.14}\\
& £ R_{134}^{3}=0 \Rightarrow\left(\xi^{1}-\xi^{4}\right)_{, 1}-\left(\xi^{1}-\xi^{4}\right)_{, 4} \\
& +\left[\ln \left(-C^{-1} R_{1313}\right)\right]_{, u}\left(\xi^{1}-\xi^{4}\right)=0,  \tag{8.15}\\
& £ R_{313}^{1}=0 \Rightarrow \xi_{, 4}^{1}+\xi_{, 1}^{4}-2 \xi^{3}{ }_{, 3} \\
& -\left[\ln R_{1313}\right]_{, u}\left(\xi^{1}-\xi^{4}\right)=0,  \tag{8.16}\\
& £ R_{313}^{4}=0 \Rightarrow \xi_{, 1}^{1}-2 \xi^{4}{ }_{, 1}-\xi^{4}, 4+2 \xi^{3}{ }_{3} \\
& +\left[\ln R_{1313}\right]_{, u}\left(\xi^{1}-\xi^{4}\right)=0,  \tag{8.17}\\
& £ R_{334}^{1}=0 \Rightarrow \xi^{1}, 1+2 \xi^{1}{ }_{, 4}-\xi^{4}, 4-2 \xi^{3}{ }_{, 3} \\
& -\left[\ln R_{1313}\right]_{, u}\left(\xi^{1}-\xi^{4}\right)=0, \tag{8.18}
\end{align*}
$$
\]

and

$$
R_{1313}=-\frac{1}{2} C^{\frac{1}{2}}\left(C^{-\frac{1}{2}} C_{, u}\right)_{u} .
$$

By inspection, we find the following relations exist between equations of the set (8.3)-(8.18):
$2[$ Eq. (8.15)] - Eq. (8.13) - Eq. (8.14) $=0$,
Eq. (8.5) - Eq. (8.6) - Eq. (8.8) + Eq. (8.9) $=0$,

Eq. (8.17) - Eq. (8.18) $+2[$ Eq. $(8.16)]=0$. (8.21)
Eq. (8.13) - Eq. (8.14) -2 [Eq. (8.16)]

$$
\begin{equation*}
-2[\text { Eq. }(8.17)]=0 \tag{8.22}
\end{equation*}
$$

Eq. (8.5) - Eq. (8.10) $-C^{-1}$ Eq. (8.9) $=0$.
By means of (8.19)-(8.23) we may eliminate Eqs. (8.1), (8.11), (8.15), (8.17), and (8.18) from the set to be solved.

From (8.3) and (8.7) we find $\xi^{3}=\xi^{3}\left(u, x^{3}\right)$. Equations (8.4) and (8.9) show that $\xi^{2}=\xi^{2}\left(u, x^{2}\right)$.

Next we define $\mu \equiv \xi^{1}-\xi^{4}$ and by use of (8.8), (8.7), (8.12), (8.13), and (8.14) we obtain $\mu=\mu(u)$.

By assuming $\mu \neq 0$ (i.e., $A \neq 0$ ) we obtain from (8.13) that $\mu=A T^{-\frac{1}{2}}$ where $A$ is an arbitrary constant and $T \equiv C^{-1} R_{1313}$. Also from the form of $\mu$ we observe that (8.5) and (8.6) are equivalent. Using $\xi^{4}=\xi^{1}-\mu$ we express (8.16) in the form

$$
\begin{equation*}
\xi_{, 4}^{1}+\xi_{, 1}^{1}-2 \xi_{, 3}^{3}=M(u) \tag{8.24}
\end{equation*}
$$

where $M(u)=\left(\ln R_{1313}\right)_{, u} \mu+\mu_{, u}$. Integrating (8.5) with respect to $x^{3}$ gives $\xi^{1}=\phi\left(u, x^{3}\right)+\psi\left(x^{1}, x^{2}, x^{4}\right)$, where $\phi$ and $\psi$ are arbitrary functions. With this expression for $\xi^{1}$ substituted into (8.24) we are able to integrate (8.24) and find $\xi^{3}=D(u) x^{3}+E(u)$, where $D$ and $E$ are arbitrary. Substitution of this value of $\xi^{3}$ back into (8.5) allows (8.5) to be integrated giving $\xi^{1}=-C(u)\left[\frac{1}{2} D_{, u}\left(x^{3}\right)^{2}+E_{, u} x^{3}\right]+F\left(x^{1}, x^{2}, x^{4}\right)$, where $F$ is arbitrary. Then substitution of $\xi^{1}$ and $\xi^{3}$ into (8.24) shows that $F=\frac{1}{2}\left(x^{1}+x^{4}\right)[M(u)+2 D(u)]+$ $P\left(u, x^{2}\right)$, where $P$ is arbitrary. We now summarize the components of the CC vector for the case $\mu \neq 0$ :

$$
\begin{align*}
\xi^{1} & =-C(u)\left[\frac{1}{2} D(u)_{, u}\left(x^{3}\right)^{2}+E(u)_{, u} x^{3}\right] \\
& +\frac{1}{2}\left(x^{1}+x^{4}\right)[2 D(u)+M(u)]+P\left(u, x^{2}\right)  \tag{8.25a}\\
\xi^{2} & =\xi^{2}\left(u, x^{2}\right)  \tag{8.25b}\\
\xi^{3} & =D(u) x^{3}+E(u)  \tag{8.25c}\\
\xi^{4} & =\xi^{1}-A\left[R_{1313} / C(u)\right]^{-\frac{1}{2}}
\end{align*}
$$

where $A$ is an arbitrary constant; $D(u), E(u)$, and $P\left(u, x^{2}\right)$ are arbitrary functions; and

$$
M(u) \equiv A\left\{\left(\frac{R_{1313}}{C(u)}\right)^{-\frac{1}{2}}\left(\ln R_{1313}\right)_{, u}+\left[\left(\frac{R_{1313}}{C(u)}\right)^{-\frac{1}{2}}\right]_{, u}\right\}
$$

For the case in which $\mu=0$, i.e., $A=0$, which implies $\xi^{1}=\xi^{4}$, we find the solution (8.25) is still valid. ${ }^{35}$

As a check on the solution we consider the necessary conditions (2.12) which for the metric (8.1) can be expressed as

$$
\begin{align*}
h_{31}=0 \\
h_{32}=0 \\
h_{34}=0 \\
h_{11}-C^{-1} h_{33}+h_{41}=0  \tag{8.26}\\
h_{12}+h_{42}=0 \\
h_{44}+C^{-1} h_{33}+h_{41}=0
\end{align*}
$$

By use of (8.25) and the definition $h_{i j}=\xi_{i ; j}+\xi_{j ; i}$, we verify that Eqs. (8.26) are satisfied.

[^90]We established that the vector $\xi^{1}$ is, in general, not a motion vector or affine collineation vector by showing that, in general, $h_{i j} \neq 0$ and $h_{i ; k} \neq 0$.
A simple calculation shows that, in general, $\xi_{; i j k}^{i} \neq 0$. Thus by Theorems 3.5 and 3.6 we conclude that in general $\xi^{i}$ does not define a Conf M (including HM ) or PC.

It follows that for special choices of the arbitrary functions that $\xi$ can be forced to be a motion vector as expected (see Ref. 34).

Note Added in Proof: We have recently shown ("Curvature Collineations in Conformally Flat Spaces. I," submitted to Tensor, New Series) that the Einstein static cosmological space-time admits both proper

CC and proper SCC. In addition, it was found that a class of field conservation laws could be constructed as a consequence of this space-time simultaneously, admitting both a proper SCC and a geodesic congruence with vanishing expansion, rotation, and shear. This is in accord with the symmetry approach to the formulation of conservation laws where it can be shown that there are fundamental connections between field conservation laws associated with the kinematic properties of curve congruences and the symmetry properties admitted by the given spacetime, as already suggested by the results of Sec. 7. We plan to publish the results of further investigations in this area in the near future.
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#### Abstract

We investigate the eigenvalues of a finite matrix Hamiltonian $H=H_{0}+g_{0} V$, where $H_{0}$ is diagonal with eigenvalues $1,2, \cdots, N$, and where all the elements of $V$ are equal to 1. We are interested in the case $N \rightarrow \infty$. The radius of convergence of the perturbation series is $(\ln N)^{-1}$, but nevertheless the exact eigenvalues of $H$ tend to well-defined limits when $N \rightarrow \infty$. It is shown that if we define $g=\left(g_{0}^{-1}+\ln N\right)^{-1}$ and if we let $g_{0} \rightarrow 0$ as $N \rightarrow \infty$ in such a way that $g$ is constant, then it is possible to obtain a perturbation series with the "renormalized" coupling constant $g$, provided that suitable counter terms are introduced. We also investigate a different model (where $V_{m n}=m n$ ) and show that no such renormalization is possible there.


## 1. INTRODUCTION AND SUMMARY

The purpose of this paper is not to produce another new theory, but only to clarify the concept of renormalization by means of an elementary algebraic model.
The model consists in finding the eigenvalues ${ }^{1}$ of a sequence of finite matrices $H$ which we write as

$$
\begin{equation*}
H=H_{0}+g_{0} V \tag{1}
\end{equation*}
$$

Here, $H_{0}$ represents a truncated harmonic oscillator ${ }^{2}$

$$
H_{0}=\left(\begin{array}{lllll}
1 & & & &  \tag{2}\\
& 2 & & & \\
& & \cdot & & \\
& & & \cdot & \\
& & & \cdot & \\
& & & & N
\end{array}\right)
$$

[^91]and $V$ is also an $N \times N$ matrix which has the property that $V^{2}$ diverges (i.e., is not defined) when $N \rightarrow \infty$.

For instance, in Sec. II we take $V_{m n}=1$ (for all $m$ and $n$ ) so that $V^{2}=N V$ has no limit for $N \rightarrow \infty .^{3}$
We first investigate the "energy levels" in perturbation theory: in first order, they are all shifted by $g_{0}$, but the second-order shifts Jehave as $-g_{0}^{2} \ln N$, i.e., diverge for $N \rightarrow \infty$. On the other hand, an exact treatment of the problem shows that all the energy levels, except possibly one, tend to the positive integers for $N \rightarrow \infty$, if $g_{0}$ is kept fixed and finite.
However, it is shown in Sec. III that if we let $g_{0} \rightarrow 0$ in such a way that

$$
\begin{equation*}
g_{0}^{-1}+\ln N=g^{-1} \tag{3}
\end{equation*}
$$

remains constant, then all the energy levels (and corresponding eigenvectors) tend to fixed nontrivial values for $N \rightarrow \infty$. Moreover, for small $g$, these

[^92]We established that the vector $\xi^{1}$ is, in general, not a motion vector or affine collineation vector by showing that, in general, $h_{i j} \neq 0$ and $h_{i ; k} \neq 0$.
A simple calculation shows that, in general, $\xi_{; i j k}^{i} \neq 0$. Thus by Theorems 3.5 and 3.6 we conclude that in general $\xi^{i}$ does not define a Conf M (including HM ) or PC.

It follows that for special choices of the arbitrary functions that $\xi$ can be forced to be a motion vector as expected (see Ref. 34).

Note Added in Proof: We have recently shown ("Curvature Collineations in Conformally Flat Spaces. I," submitted to Tensor, New Series) that the Einstein static cosmological space-time admits both proper

CC and proper SCC. In addition, it was found that a class of field conservation laws could be constructed as a consequence of this space-time simultaneously, admitting both a proper SCC and a geodesic congruence with vanishing expansion, rotation, and shear. This is in accord with the symmetry approach to the formulation of conservation laws where it can be shown that there are fundamental connections between field conservation laws associated with the kinematic properties of curve congruences and the symmetry properties admitted by the given spacetime, as already suggested by the results of Sec. 7. We plan to publish the results of further investigations in this area in the near future.
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#### Abstract

We investigate the eigenvalues of a finite matrix Hamiltonian $H=H_{0}+g_{0} V$, where $H_{0}$ is diagonal with eigenvalues $1,2, \cdots, N$, and where all the elements of $V$ are equal to 1. We are interested in the case $N \rightarrow \infty$. The radius of convergence of the perturbation series is $(\ln N)^{-1}$, but nevertheless the exact eigenvalues of $H$ tend to well-defined limits when $N \rightarrow \infty$. It is shown that if we define $g=\left(g_{0}^{-1}+\ln N\right)^{-1}$ and if we let $g_{0} \rightarrow 0$ as $N \rightarrow \infty$ in such a way that $g$ is constant, then it is possible to obtain a perturbation series with the "renormalized" coupling constant $g$, provided that suitable counter terms are introduced. We also investigate a different model (where $V_{m n}=m n$ ) and show that no such renormalization is possible there.


## 1. INTRODUCTION AND SUMMARY

The purpose of this paper is not to produce another new theory, but only to clarify the concept of renormalization by means of an elementary algebraic model.
The model consists in finding the eigenvalues ${ }^{1}$ of a sequence of finite matrices $H$ which we write as

$$
\begin{equation*}
H=H_{0}+g_{0} V \tag{1}
\end{equation*}
$$

Here, $H_{0}$ represents a truncated harmonic oscillator ${ }^{2}$

$$
H_{0}=\left(\begin{array}{lllll}
1 & & & &  \tag{2}\\
& 2 & & & \\
& & \cdot & & \\
& & & \cdot & \\
& & & \cdot & \\
& & & & N
\end{array}\right)
$$

[^93]and $V$ is also an $N \times N$ matrix which has the property that $V^{2}$ diverges (i.e., is not defined) when $N \rightarrow \infty$.

For instance, in Sec. II we take $V_{m n}=1$ (for all $m$ and $n$ ) so that $V^{2}=N V$ has no limit for $N \rightarrow \infty .^{3}$
We first investigate the "energy levels" in perturbation theory: in first order, they are all shifted by $g_{0}$, but the second-order shifts Jehave as $-g_{0}^{2} \ln N$, i.e., diverge for $N \rightarrow \infty$. On the other hand, an exact treatment of the problem shows that all the energy levels, except possibly one, tend to the positive integers for $N \rightarrow \infty$, if $g_{0}$ is kept fixed and finite.
However, it is shown in Sec. III that if we let $g_{0} \rightarrow 0$ in such a way that

$$
\begin{equation*}
g_{0}^{-1}+\ln N=g^{-1} \tag{3}
\end{equation*}
$$

remains constant, then all the energy levels (and corresponding eigenvectors) tend to fixed nontrivial values for $N \rightarrow \infty$. Moreover, for small $g$, these

[^94]values are the same as we would compute from firstorder perturbation theory with $H=H_{0}+g V$. We can therefore call $g$ the "renormalized coupling constant." Higher orders can also be computed by introducing infinite counter-terms, just as in quantum field theory. ${ }^{4}$

In Sec. IV we consider a different "interaction," namely $V_{m n}=m n$. Again, the second-order perturbation diverges for $N \rightarrow \infty$ and fixed $g_{0}$. But in this case there is no possibility of introducing a renormalized coupling constant such that $H=H_{0}+g V$ would simulate, in first order, the results of the exact theory. This Hamiltonian is not renormalizable.

## II. THE MODEL

Consider $H=H_{0}+g_{0} V$, where $H_{0}$ is given by Eq. (2) and $V$ is a $N \times N$ matrix, all the elements of which are equal to 1 . We have $V^{2}=N V$, so that the eigenvalues of $V$ are $N$ and 0 . The normalized eigenvectors of $V$ are conveniently taken as

$$
\begin{equation*}
N^{-\frac{1}{2}}\left(\alpha, \alpha^{2}, \cdots, \alpha^{N}\right), \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=e^{2 \pi i k / N}, \quad k=0,1, \cdots, N-1 . \tag{5}
\end{equation*}
$$

The eigenvalue $N$ of $V$ is obtained when we set $k=0$. All the other values of $k$ yield the eigenvalue 0 .

The scalar product of any eigenvector of $H_{0}$ with any of the eigenvectors (4) is equal to $N^{-\frac{1}{2}}$. When $N \rightarrow \infty$, these two complete sets of eigenvectors become, so to speak, orthogonal to each other. As we shall see in the sequel, this property is closely akin to the well-known Van Hove orthogonality in quantum field theory. ${ }^{5}$

We now consider $g_{0}$ as a small parameter and expand the eigenvalues of $H$ in a perturbation series. We obtain

$$
\begin{equation*}
E_{k}=k+g_{0}-g_{0}^{2} \sum^{\prime}(n-k)^{-1}+\cdots \tag{6}
\end{equation*}
$$

Obviously, the second-order perturbation diverges logarithmically for $N \rightarrow \infty$. (The difference between energy levels remains finite in second order, but not in third order, as can be seen by a straightforward calculation. ${ }^{6}$ )

On the other hand, it is not difficult to obtain the exact solution of $H \Psi=E \Psi$. We set

$$
\begin{equation*}
\Psi=\sum a_{n} u_{n} \tag{7}
\end{equation*}
$$

where $H_{0} u_{n}=n u_{n}$ and $V u_{n}=\sum u_{m}$. We obtain, by virtue of the orthogonality of the $u_{n}$,

$$
\begin{equation*}
n a_{n}+g_{0} \sum a_{m}=E a_{n} \tag{8}
\end{equation*}
$$

[^95]

Fig. 1. Qualitative shape of the function $f(E)=\Sigma(E-n)^{-1}$ for large $N$.
or

$$
\begin{equation*}
a_{n}=g_{0}(E-n)^{-1} \sum a_{m} . \tag{9}
\end{equation*}
$$

Summing over $n$, this gives the algebraic equation

$$
\begin{equation*}
\sum(E-n)^{-1}=g_{0}^{-1} . \tag{10}
\end{equation*}
$$

The qualitative shape of the function

$$
\begin{equation*}
f(E) \equiv \sum(E-n)^{-1} \tag{11}
\end{equation*}
$$

is given in Fig. 1 for large $N$. (The eigenvalues of $H$ are obtained by drawing a horizontal line at height $1 / g_{0}$.) Obviously, the graph has vertical asymptotes at $E=1,2, \cdots, N$. Moreover, for small $|E|$ (i.e., $|E| \ll N)$, the curve can deviate appreciably from these asymptotes only around $f(E)=-\ln N$. This is easily seen from Eq. (11): if $E$ is not too close to an integer, then $f(E)+\ln N$ must be finite.
If $E$ is close to some finite integer $k$, then (10) gives

$$
\begin{equation*}
(E-k)^{-1}=g_{0}^{-1}+\ln N+\text { finite terms } \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
E=k+g_{0} /\left[1+g_{0}(\ln N+\cdots)\right] . \tag{13}
\end{equation*}
$$

This result can now be expanded in powers of $g_{0}$, whence it is readily seen that the radius of convergence of the perturbation series is $(\ln N)^{-1}$ and tends to zero
for $N \rightarrow \infty$. In other words, the eigenvalues of $H$ become nonanalytic at $g_{0}=0$ when $N \rightarrow \infty$.
This is seen most strikingly if we consider the ground state of $H$, for fixed negative $g_{0}$ and $N \rightarrow \infty$. [All the other states are simply shifted by $(\ln N)^{-1}$, as seen from Eq. (13). ${ }^{7}$ ] Let us write (10) as

$$
\begin{align*}
-\left(g_{0}\right)^{-1}= & (1-E)^{-1}+(2-E)^{-1} \\
& +\cdots+(N-E)^{-1}  \tag{14}\\
= & (1+|E|)^{-1}+(2+|E|)^{-1} \\
& +\cdots+(N+|E|)^{-1}  \tag{15}\\
\simeq & -\ln |E|+\ln (N+|E|) . \tag{16}
\end{align*}
$$

It follows that

$$
\begin{equation*}
E \simeq-N /\left(e^{-1 / g_{0}}-1\right) \simeq-N e^{1 / g_{0}} \tag{17}
\end{equation*}
$$

which is conspicuously nonanalytic at $g_{0} .^{7,8}$
A further insight into this situation is obtained by considering the eigenvectors of $H$. From (9), we have

$$
\begin{equation*}
a_{n} / a_{m}=(E-m) /(E-n) \tag{18}
\end{equation*}
$$

so that, whenever $E$ is very close to some integer, the corresponding $\Psi$ is very close to the unperturbed $\Psi^{\circ}$ even though perturbation theory is not valid. ${ }^{7}$

However, for the ground state which we considered above, we have

$$
\begin{equation*}
a_{n}=a_{1}(|E|+1) /(|E|+n), \tag{19}
\end{equation*}
$$

whence

$$
\begin{equation*}
\sum\left|a_{n}\right|^{2}=1=\left|a_{1}\right|^{2}(|E|+1)^{2} \sum(|E|+n)^{-2} \tag{20}
\end{equation*}
$$

A rough estimate of $\sum(|E|+n)^{2}$ is

$$
\int_{1}^{\infty}(|E|+n)^{-2} d n=(|E|+1)^{-1}
$$

so that

$$
\begin{equation*}
\left|a_{1}\right|^{2} \simeq(|E|+1)^{-1} \simeq N^{-1} e^{-1 / g_{0}} . \tag{21}
\end{equation*}
$$

We see that $a_{1}$ is very small and, from (19), the other $a_{n}$ are even smaller: the ground state of the perturbed Hamiltonian is "almost orthogonal" to all the eigenstates of the free Hamiltonian. ${ }^{5}$

## III. RENORMALIZATION

We have seen that, when $g_{0}$ is held fixed and $N \rightarrow$ $\infty$, all the finite eigenvalues of $H$ tend to those of $H_{0}$. To obtain a nontrivial theory, we must, therefore,

[^96]let $g_{0}$ tend to zero as $N \rightarrow \infty$ in such a way that
\[

$$
\begin{equation*}
g_{0}^{-1}+\ln N \equiv g^{-1} \tag{22}
\end{equation*}
$$

\]

remains finite. (This is easily seen from Fig. 1.)
First, we note from Eq. (13) that, if $g$ is small, all the eigenvalues of $H$ can be written as $k+g$, i.e., they are correctly given by first-order perturbation theory, as if we had $H=H_{0}+g V$.

More precisely, consider

$$
\begin{equation*}
H=H_{0}+g(1-g \ln N)^{-1} V \tag{23}
\end{equation*}
$$

which is exactly equivalent to (1). Formally, we can write

$$
\begin{equation*}
H=H_{0}+g V+g^{2} \ln N V+g^{3}(\ln N)^{2} V+\cdots \tag{24}
\end{equation*}
$$

To first order in $g$, we have $E=k+g$, which is correct as we have seen. In the next order, we have two contributions: $g V$ contributes

$$
\begin{equation*}
-g^{2} \sum^{\prime}(n-k)^{-1} \tag{25}
\end{equation*}
$$

as in Eq. (6), and $g^{2} \ln N V$ gives a shift

$$
\begin{equation*}
+g^{2} \ln N \tag{26}
\end{equation*}
$$

for all energy levels. The total shift is

$$
\begin{equation*}
g^{2}\left[\ln N-\Sigma^{\prime}(n-k)^{-1}\right] \tag{27}
\end{equation*}
$$

which is finite.
The important point is that the cancellation of the divergence in (25) is due to the next term of the divergent series (24). ${ }^{9}$ What we have actually done in (24) is to find, in a single stroke, all the counter terms ${ }^{4}$ needed to cancel the ultraviolet divergences in all orders. Note that all these counter-terms are proportional to $V$ (no other matrix is needed): we only need a renormalization of the coupling constant. ${ }^{10}$

We can thus obtain the energy levels as a power series in $g$. When $|g|$ becomes large, $1 / g_{0}$ tends to $-\ln N$ and all the eigenvalues tend to well-defined limits. It would be interesting to see whether the power series in $g$ has an infinite radius of convergence or is only asymptotic (a finite radius of convergence seems unlikely). These questions, however, are beyond the scope of this paper.

Anyway, we have seen that for small enough $g$, the exact theory (with $g_{0}$ ) can be simulated by a few

[^97]perturbation terms of the "phenomenological" theory (with $g$ ). To complete the discussion, we must still show that this result holds not only for the eigenvalues of $H$, but also for the corresponding eigenvectors.

From Eq. (9), we have

$$
\begin{equation*}
1=\sum\left|a_{n}\right|^{2}=\left|g_{0} \sum a_{m}\right|^{2} \sum(E-n)^{-2} \tag{28}
\end{equation*}
$$

But $\sum(E-n)^{-2}$ converges and, if $E$ is close to some integer $k$, is dominated by $(E-k)^{-2}$. It follows that $\left|g_{0} \sum a_{m}\right| \simeq|E-k| \simeq|g|$. Substitution in (9) then gives (with proper account of signs):

$$
\begin{equation*}
a_{n} \simeq g /(k-n), \quad n \neq k \tag{29}
\end{equation*}
$$

in agreement with first-order perturbation theory.
The extension of this result to higher orders is left as an exercise for the skeptical reader.

## IV. A NONRENORMALIZABLE MODEL

We now consider a different "interaction," namely $V_{m n}=m n$. This interaction is more singular than the previous one (the matrix elements grow faster) and more serious difficulties can be expected.

Equation (18) now becomes

$$
\begin{equation*}
n a_{n}+g_{0} n \sum m a_{m}=E a_{n} \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
n a_{n}=g_{0} n^{2}(E-n)^{-1} \sum m a_{m i} . \tag{31}
\end{equation*}
$$

Summing over $n$, this gives

$$
\begin{align*}
g_{0}^{-1} & =\sum n^{2} /(E-n)  \tag{32}\\
& =E^{2} f(E)-\frac{1}{2} N(N+1)-N E, \tag{33}
\end{align*}
$$

where $f(E)$ is given by (11). We can also write (33) as

$$
\begin{equation*}
f(E)=\left[g_{0}^{-1}+\frac{1}{2} N(N+1)+N E\right] / E^{2}, \tag{34}
\end{equation*}
$$

so that the eigenvalues of $H$ can easily be obtained as the points where the graph of Fig. 1 intersects the graph of $\left[g_{0}^{-1}+\frac{1}{2} N(N+1)+N E\right] / E^{2}$. It is obvious that, if $g_{0}$ is held fixed and $N \rightarrow \infty$, all the eigenvalues of $H$ simply coincide with the positive integers.

If we are interested in the nontrivial case where at least one eigenvalue of $H$ is not an integer, we must make $g_{0} \rightarrow 0$ in some definite way as in Sec. II. Let $W$ be such an eigenvalue. The behavior of $g_{0}$ for large $N$ is given by

$$
\begin{equation*}
g_{0}^{-1}=W^{2} f(W)-\frac{1}{2} N(N+1)-N W \tag{35}
\end{equation*}
$$

and (34) can be rewritten as

$$
\begin{equation*}
f(E)=\left[(E-W) N+W^{2} f(W)\right] / E^{2} \tag{36}
\end{equation*}
$$

Let us now investigate the other eigenvalues of $H$. The function on the rhs of (36) has, at the point $E=W$, a slope

$$
\begin{equation*}
N W^{-2}-2 f(W) W^{-1} \tag{37}
\end{equation*}
$$

which tends to infinity for large $N$, because $f(W) \simeq$ $-\ln N$ if $W$ differs appreciably from an integer. It then follows from Fig. 1 that all the other eigenvalues of $H$ are infinitely close to the positive integers when $N \rightarrow \infty$ : if one energy level has a finite shift, all the energy levels below it are not shifted at all, and all the energy levels above it are shifted by -1 .
Obviously, if we attempt to construct a "phenomenological' Hamiltonian giving the above result in firstorder perturbation theory, it will bear no resemblance to the true Hamiltonian (for which perturbation theory gives energy shifts $g_{0} k^{2}$, in first order). The theory is not renormalizable. ${ }^{11}$

## V. OUTLOOK

In this paper, we have considered two models of finite matrix Hamiltonians in the limit when the order of the matrices tends to infinity.
We have found that the eigenvalues of the Hamiltonian (23) tend to well-defined (and nontrivial) limits which can be computed by perturbation theory, even though the series (24) diverges.
On the other hand, we have found no possibility of treating the model of Sec. IV by perturbation theory. (More precisely, we have shown that a phenomenological theory giving the same eigenvalues would bear no resemblance to the exact theory.)
This paper sheds, therefore, no light on the mystery of higher-order terms in nonrenormalizable interactions.
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#### Abstract

Starting from the covariant field equations for a vector meson, the energy-momentum tensor entering in Einstein's field equations is derived. It is shown that its most general algebraic form involves two vector fields and two scalars. Specifying the formalism to the special cases for which the fields are either parallel or perpendicular to each other, it is found that the vectorfield cannot be described in terms of a perfect fluid involving only density and pressure, but includes an additional term involving the stresses. The conservation laws are given, which, in addition to the ones of relativistic hydrodynamics, also include the ones describing the streaming of the vector field.


## 1. INTRODUCTION

The description of a vector-meson field within the framework of general relativity is of interest in astrophysics whenever large gravitational fields and high densities are involved. ${ }^{1}$ Some time ago, Zel'dovich ${ }^{2}$ showed that a classical vector field interacting with stationary point charges can produce the most rigid equation of state possible, which is compatible with relativity, of the form

$$
\begin{equation*}
p / c^{2}=\rho \tag{1.1}
\end{equation*}
$$

where $p$ denotes the pressure and $\rho$ the density.
It would, therefore, also be of interest to study a vector-meson field of finite mass interacting with the gravitational field and see what conclusions can be drawn about the effective equation of state. The problem is similar to the geometrization of the Maxwell equations which impose certain restrictions on the gravitational field. ${ }^{3}$ In this case, too, the form of the energy-momentum tensor (2.10)-which contains a part identical in form to that of the Maxwell fieldresults in certain limitations on the gravitational field and the equation of state. In particular, it is found (cf. Sec. 3) that a massive vector meson cannot be described by a perfect fluid in terms of a pressure and density only, but involves at least an additional term describing stresses [cf. Eq. (4.17)].

In this paper, we develop the general formalism for a vector field in the presence of a gravitational field. Starting with the field equations for the vector meson (Sec. 2), the energy-momentum tensor is derived as usual from an invariant Lagrangian. By

[^99]identifying this tensor with the one for a fluid and using the identities applying to the Maxwell tensor, we find (Sec. 3) the most general (algebraic) form involving two vector fields, the velocity field $u^{\mu}$ and the vector field $A^{\prime \prime}$, as well as two scalars related to the density and the pressure. In Sec. 4, two particular cases are studied, one for which the two fields are parallel and one for which they are orthogonal. It is here shown that the description as a fluid involves an additional term. Finally, in Sec. 5, the conservation laws and field equations are given. It is found that, in addition to the ones of ordinary relativistic hydrodynamics, another set appears describing the streaming of the vector field.

## 2. FIELD EQUATIONS

In ordinary field theory, the field equations for a vector meson of mass $m$ are given by

$$
\begin{equation*}
\square A_{v}=m^{2} A_{v}, \tag{2.1}
\end{equation*}
$$

together with the subsidiary conditions

$$
\begin{equation*}
\partial_{v} A^{\nu}=0 \tag{2.1'}
\end{equation*}
$$

where

$$
\partial_{v}=\partial / \partial x^{v}, \quad \square=\partial_{v} \partial^{v},
$$

and in our units $c=\hbar=1$.
These two sets of equations can be combined into one,

$$
\begin{equation*}
\left[\left(\square-m^{2}\right) \epsilon_{\mu \nu}-\partial_{\mu} \partial_{\nu}\right] A^{v}=0, \tag{2.2}
\end{equation*}
$$

and it can be seen easily that the subsidiary conditions (2.1') follow from (2.2) by a further differentiation with respect to $x^{\mu}$.
The situation in general relativity is slightly more complicated owing to the fact that the covariant derivatives do not commute. In fact, we have

$$
\begin{equation*}
D_{\mu} D_{v} A^{\mu}-D_{v} D_{\mu} A^{\mu}=R_{v \lambda} A^{\lambda}, \tag{2.3}
\end{equation*}
$$

where $R_{v \lambda}$ is the Ricci tensor and $D_{\mu}$ denotes the covariant derivative. A simple calculation shows that (2.2) has to be replaced by ${ }^{4}$

$$
\begin{equation*}
\left[\left(D_{\alpha} D^{\alpha}-m^{2}\right) g_{\mu v}-D_{v} D_{\mu}\right] A^{v}=0 \tag{2.4}
\end{equation*}
$$

The covariant subsidiary condition

$$
\begin{equation*}
D_{\mu} A^{\mu}=0 \tag{2.5}
\end{equation*}
$$

then follows by operating with $D_{\mu}$ on (2.4). Since the covariant derivatives of $g^{\mu \nu}$ are zero, we can write

$$
D^{\mu} D_{\alpha} D^{\alpha} g_{\mu v} A^{\nu}=g^{\lambda v} g^{\alpha \beta} D_{v} D_{\alpha} D_{\beta} A_{\lambda}
$$

Applying now the commutation relation (2.3) to the tensor $D_{\beta} A_{\lambda}$, we obtain

$$
\begin{aligned}
D_{v} D_{\alpha}\left(D_{\beta} A_{\lambda}\right)= & D_{\alpha} D_{v}\left(D_{\beta} A_{\lambda}\right) \\
& +R_{\beta v \alpha}^{\sigma} D_{\sigma} A_{\lambda}+R_{\cdot \lambda v \alpha}^{\sigma} D_{\beta} A_{\sigma}
\end{aligned}
$$

and, hence,

$$
D^{\mu} D_{\alpha} D^{\alpha} A_{\mu}=D^{\alpha} D_{\mu} D_{\alpha} A^{\mu}
$$

as the last two terms cancel on account of the antisymmetry of the Riemann-Christoffel tensor

$$
g^{\lambda v} g^{\alpha \beta} R_{\cdot \beta v \alpha}^{\sigma}=-R^{\sigma \lambda}, \quad g^{\lambda v} g^{\alpha \beta} R_{\cdot \lambda v \alpha}^{\sigma}=R^{\sigma \beta}
$$

Thus, so long as $m \neq 0$, the first and the third term in (2.4), after operating with $D_{\mu}$, cancel and (2.5) follows.

Imposing now the subsidiary condition and making use of the commutation relations (2.3), the field equations ( 2.4 ) become

$$
\left(D_{\alpha} D^{\alpha} g_{\mu v}-R_{\mu v}\right) A^{v}=m^{2} A_{\mu}
$$

which differ from (2.1) (apart from the replacement of partial derivatives by covariant derivatives) in the explicit appearance of the Ricci tensor. ${ }^{5}$ Alternately, the field equations (2.4) can be put in a more concise form by introducing the antisymmetric tensor

$$
\begin{equation*}
F_{\mu v}=D_{v} A_{\mu}-D_{\mu} A_{v} \tag{2.6}
\end{equation*}
$$

Raising and lowering appropriate indices then yields the familiar form

$$
\begin{equation*}
D_{v} F^{\mu \nu}=m^{2} A^{\mu} \tag{2.7}
\end{equation*}
$$

These equations are seen to differ in form from the Maxwell equations (for empty space) only by the appearance of the vector potential $A^{\mu}$ on the righthand side, although, of course, the meaning of the various terms is now different.

For a consistent description of the vector meson in a gravitational field we also have to consider Einstein's

[^100]field equations
\[

$$
\begin{equation*}
G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\kappa T_{\mu \nu} \tag{2.8}
\end{equation*}
$$

\]

where $T_{\mu \nu}$ is the energy-momentum tensor of the meson field. The form of this tensor can be obtained by variation of the Lagrangian density $\mathcal{L}$ with respect of $g^{\alpha \beta}$. Since variation of $\mathcal{L}$ with respect to $A_{\alpha}$ must also give the field equations (2.7), it follows that (apart from a divergence) the Lagrangian density is

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g}\left[\frac{1}{4} F_{\alpha \beta} F^{\alpha \beta}+\frac{1}{2} m^{2} A_{\alpha} A^{\alpha}\right] . \tag{2.9}
\end{equation*}
$$

Carrying out the variation with respect to $g^{\mu \nu}$ then yields the required form of the energy-momentum tensor:

$$
\begin{align*}
T_{\mu v}=m\left[F_{\mu \alpha} F_{\nu \beta} g^{\alpha \beta}-\right. & \left.\frac{1}{4} g_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta}\right] \\
& +m^{2}\left[A_{\mu} A_{\nu}-\frac{1}{2} g_{\mu \nu} A_{\alpha} A^{\alpha}\right] \tag{2.10}
\end{align*}
$$

(which, again, differs in form, from the Maxwell energy-momentum tensor in the appearance of terms containing $A$ explicitly). Substituting (2.10) into the Einstein equations (2.8), together with the field equations (2.7), then gives a codetermined description of the vector meson in a gravitational field.

## 3. THE ENERGY-MOMENTUM TENSOR

For a perfect fluid, the energy-momentum tensor can be written in terms of two scalars, the pressure $p$ and density $\rho$, and the velocity field $u^{\mu}=d x^{\mu} / d s$ as

$$
\begin{equation*}
T_{\mu v}=(\rho+p) u_{\mu} u_{v}-g_{\mu \nu} p \tag{3.1}
\end{equation*}
$$

The field equations of Einstein are not sufficient to determine these quantities uniquely and it is customary to impose a relation, an "equation of state," between the pressure $p$ and the density $\rho$. In the presence of an external field, the particular form of the energymomentum tensor and the equations satisfied by that field provide the additional information needed to solve the field equations (at least, in principle). In our case, too, it would be interesting to know whether (2.10) can be cast into the form (3.1) and, in particular, what, if any, limitations are imposed on $\rho$ and $p$.

Instead of (3.1) we start with a more general form of the energy-momentum tensor allowing for possible viscous terms. Thus, we consider

$$
\begin{equation*}
T_{\mu \nu}=\sigma u_{\mu} u_{v}+S_{\mu \nu} \tag{3.2}
\end{equation*}
$$

with

$$
S_{\mu v} u^{v}=0, \quad u^{v} u_{v}=1
$$

[Clearly, (3.1) is a special case of (3.2) with $\sigma=\rho$, $\left.S_{\mu \nu}=\left(u_{\mu} u_{\nu}-g_{\mu \nu}\right) p.\right]$

We have already remarked that part of the energymomentum tensor (2.10) is of the form found in electromagnetic theory, i.e.,

$$
E_{\mu v}=F_{\mu \alpha} F_{v \beta} g^{\alpha \beta}-\frac{1}{4} g_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta}
$$

and is known to satisfy the identity ${ }^{6}$

$$
\begin{equation*}
E_{\mu}^{\alpha} E_{\alpha}^{v}=\frac{1}{4} g_{\mu}^{v} E_{\alpha \beta} E^{\alpha \beta} \tag{3.3}
\end{equation*}
$$

We substitute for $E_{\mu \nu}$, where

$$
\begin{equation*}
E_{\mu \nu}=T_{\mu \nu}-V_{\mu \nu} \tag{3.3'}
\end{equation*}
$$

where $T_{\mu \nu}$ is given by (3.2), and $V_{\mu \nu}$ is the part of the energy-momentum tensor containing $A_{\mu}$ explicitly and is defined by

$$
V_{\mu v}=B_{\mu} B_{v}-\frac{1}{2} g_{\mu v} B^{2}, \quad B_{\mu}=m A_{\mu}, \quad B^{2}=B_{\mu} B^{\mu}
$$

We find that

$$
\begin{align*}
& u_{\mu} u^{\nu}\left(\sigma^{2}+\sigma B^{2}\right)+S_{\mu}^{\alpha} S_{\alpha}^{v}+B^{2} S_{\mu}^{v}-\frac{1}{2} \sigma U U_{\mu}^{v}-X_{\mu}^{v} \\
& =\frac{1}{4} g_{\mu}^{v}\left[\sigma^{2}+S^{2}+B^{2}(\sigma+S)-\left(\frac{1}{2} \sigma U^{2}+X\right)\right] . \tag{3.4}
\end{align*}
$$

Here, $X_{\mu}$ is the vector

$$
X_{\mu}=S_{\mu}^{v} B_{v}, \quad X_{\mu} u^{\mu}=0,
$$

while $U_{\mu \nu}$ and $X_{\mu \nu}$ are the tensors

$$
\begin{align*}
& U_{\mu \nu}=u_{\mu} B_{v}+u_{v} B_{\mu} \\
& X_{\mu v}=B_{\mu} X_{v}+B_{v} X_{\mu} . \tag{3.5}
\end{align*}
$$

$U, X$, and $S$ are the respective traces, and $S^{2}=S_{\alpha \beta} S^{\alpha \beta}$.
These equations are clearly symmetric upon interchange of the indices, and the trace of each side being equal to each other. A further simplification can be achieved by multiplying and contracting in turn with $u^{\mu}$ and $A^{\mu}$ :

$$
\begin{equation*}
u_{\mu} b-\frac{1}{2} \sigma U B_{\mu}-\frac{1}{2} U X_{\mu}=0 \tag{3.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} U \sigma^{2} u_{\mu}+d B_{\mu}+Y_{\mu}=0 \tag{3.6b}
\end{equation*}
$$

where, in addition to the quantities (3.5), we have defined also the vector

$$
Y_{\mu}=S_{\mu}^{v} X_{v}=S_{\mu}^{v} S_{v}^{\alpha} B_{\alpha}, \quad Y_{\mu} u^{\mu}=0
$$

and introduced the abbreviations

$$
\begin{align*}
& b=\frac{3}{4}\left(\sigma^{2}+\sigma B^{2}\right)-\frac{1}{8} \sigma U^{2}-\frac{1}{4}\left(B^{2} S+S^{2}\right)+\frac{1}{4} X, \\
& d=b-\left(\sigma^{2}+\sigma B^{2}\right)-\frac{1}{2} X . \tag{3.7}
\end{align*}
$$

We can generate additional relations between the various vector fields by operating on (3.6) with $S_{v}^{\mu}$. For example, from (3.6a) and (3.6b) we obtain

$$
\begin{equation*}
\sigma X_{v}+Y_{v}=0 \tag{3.8a}
\end{equation*}
$$

and

$$
\begin{equation*}
d X_{v}+Z_{v}=0, \tag{3.8b}
\end{equation*}
$$

where we have used (3.2'), and defined

$$
\begin{gathered}
Z_{\mu}=S_{\mu}^{v} Y_{v}=S_{\mu}^{v} S_{v}^{\alpha} X_{\alpha}=S_{\mu}^{v} S_{\nu}^{\alpha} S_{\alpha}^{\beta} B_{\beta} \\
Z_{\mu} u^{\mu}=0
\end{gathered}
$$

[^101]Further multiplication of (3.8a) with $S_{\lambda}^{v}$ yields

$$
\begin{equation*}
\sigma Y_{\lambda}+Z_{\lambda}=0 . \tag{3.8c}
\end{equation*}
$$

(In principle, we could continue thus to generate new equations, but, as we shall see later, the system is closed and no new information can be derived from further operation.) It follows from the above results that both vector fields $Y_{\mu}$ and $Z_{\mu}$ can be expressed in terms of $X_{\mu}$,

$$
\begin{equation*}
Z_{\mu}=-\sigma Y_{\mu}=\sigma^{2} X_{\mu} \tag{3.9}
\end{equation*}
$$

and that the system of equations is consistent, provided that

$$
\begin{equation*}
\sigma^{2}+d=0 \tag{3.10}
\end{equation*}
$$

Contraction of (3.6a) with $u^{\mu}$ and $A^{\mu}$, respectively, provides two additional limitations, i.e.,

$$
b=\frac{1}{4} \sigma U^{2}
$$

and

$$
X=b-\sigma B^{2}=\sigma\left(\frac{1}{4} U^{2}-B^{2}\right),
$$

provided that $U \neq 0 .^{7}$
It can readily be seen that these are the only independent relations between the various quantities and that further contraction gives nothing new.

Making use of these results and (3.7), it follows that the Eqs. (3.6) reduce to one,

$$
\begin{equation*}
\frac{1}{2} \sigma U u_{\mu}-\sigma B_{\mu}-X_{\mu}=0, \tag{3.11}
\end{equation*}
$$

which expresses $X_{\mu}$ (and therefore also $Y_{\mu}$ and $Z_{\mu}$ ) in terms of the two vector fields $u_{\mu}$ and $B_{\mu}$. Furthermore, from (3.7) and (3.10) we find

$$
\begin{equation*}
S^{2}=S_{\alpha \beta} S^{\alpha \beta}=2 \sigma^{2}+(\sigma+B)^{2}-\sigma U^{2} \tag{3.12a}
\end{equation*}
$$

while the trace $S$ is given by

$$
\begin{equation*}
S=-\left(\sigma+B^{2}\right) \tag{3.12b}
\end{equation*}
$$

which follows from (3.2) and the fact that $E_{\mu}^{\nu}$ is a traceless tensor.

We still have to satisfy (3.4) and the question arises, whether there exists an algebraic form of $S$ which satisfied that condition. Since we have two vector fields $u^{\mu}$ and $B_{\mu}$ in addition to the fundamental tensor $g_{\mu \nu}$, it is suggestive to assume for $S_{\mu}^{v}$ the form

$$
\begin{equation*}
S_{\mu}^{v}=\alpha g_{\mu}^{v}+\beta U_{\mu}^{v}+\gamma B_{\mu} B^{v}+\delta u_{\mu} u^{v}, \tag{3.13}
\end{equation*}
$$

where the functions $\alpha, \beta, \gamma$, and $\delta$ are yet to be determined. From the properties of $S_{\mu}^{v}$ it follows that we must impose the following conditions:
(i) That derived from Eq. (3.2'):

$$
S_{\mu}^{\nu} u_{v}=0 ;
$$

(ii) That derived from Eqs. (3.5) and (3.11):

$$
S_{\mu}^{v} B_{v}=X_{\mu}+\sigma\left(\frac{1}{2} U u_{\mu}-B_{\mu}\right)
$$

[^102](iii) Eq. (3.12b):
$$
S=-\left(\sigma+B^{2}\right)
$$

These result in the following system of equations:

$$
\begin{align*}
\alpha+\frac{1}{2} \beta U+\delta & =0 \\
\beta+\frac{1}{2} \gamma U & =0, \\
\beta B^{2}+\frac{1}{2} \delta U & =\frac{1}{2} \sigma U,  \tag{3.14}\\
\alpha+\frac{1}{2} \beta U+\gamma B^{2} & =-\sigma, \\
4 \alpha+\beta U+\gamma B^{2}+\delta & =-\sigma-B^{2} .
\end{align*}
$$

Although these are five equations for four functions, they are found to be consistent and have as their solution

$$
\begin{align*}
& \alpha=-\frac{1}{2} B^{2}, \\
& \beta=-\frac{1}{2} \gamma U=-\frac{1}{2} \Delta U(\sigma+\alpha), \\
& \gamma=\Delta(\sigma+\alpha),  \tag{3.14'}\\
& \delta=\Delta\left(\frac{1}{4} \sigma U^{2}+\alpha B^{2}\right),
\end{align*}
$$

with

$$
\Delta^{-1}=\frac{1}{4}\left(U^{2}-4 B^{2}\right),
$$

where the three functions $B^{2}, U$, and $\sigma$ are still arbitrary. It can be shown by a straightforward, although tedious, calculation that there are no further conditions imposed on $S_{\mu}^{\nu}$ by its properties. For example, the conditions

$$
\begin{aligned}
& S_{\mu}^{v} S_{v}^{\alpha} u_{\alpha}=0, \\
& S_{\mu}^{v} S_{v}^{\alpha} B_{\alpha}=-\sigma^{2}\left(\frac{1}{2} u_{\mu} U-B_{\mu}\right)
\end{aligned}
$$

are identically satisfied by (3.13) and (3.14).
Finally, inserting (3.13) into (3.14) gives one additional relation between the three functions

$$
\begin{equation*}
\left(\sigma+\frac{1}{2} B^{2}\right)^{2}-\frac{1}{2} \sigma U^{2}=0 \tag{3.15}
\end{equation*}
$$

from which one can be eliminated. If we eliminate $U$ and use $\alpha$ instead of $B^{2}$, it can be shown that (3.13) now takes the form

$$
\begin{align*}
& S_{\mu}^{v}=(\sigma+\alpha)^{-1}\left[\alpha(\sigma+\alpha) g_{\mu}^{\nu}+\sigma(\sigma-3 \alpha) u_{\mu} u^{\nu}\right. \\
&\left.+2 \sigma B_{\mu} B^{v}-(2 \sigma)^{\frac{1}{2}}(\sigma-\alpha) U_{\mu}^{v}\right] \tag{3.16}
\end{align*}
$$

involving two vector fields $u^{\mu}$ and $B^{\mu}$ as well as two scalars $\sigma$ and $\alpha$. This is the most general algebraic form of $S_{\mu}^{\nu}$ and we now consider two special cases.

## 4. PARALLEL AND ORTHOGONAL FIELDS

If the two vectors $u^{\mu}$ and $B^{\mu}$ are not independent, they may be either parallel or perpendicular to each other. In the first case we can set

$$
\begin{equation*}
B^{\mu}=\frac{1}{2} U u^{\mu}, \quad B^{2}=\frac{1}{\frac{1}{3}} U^{2} \tag{4.1}
\end{equation*}
$$

and, consequently,

$$
\begin{gather*}
X_{\mu}=S_{\mu}^{v} A_{v}=0, \\
U_{\mu}^{v}=U u_{\mu} u^{v}, \quad X_{\mu}^{\nu}=0 . \tag{4.2}
\end{gather*}
$$

With this assumption, (3.4) becomes

$$
\begin{align*}
u_{\mu} u^{\nu}\left(\sigma^{2}-\frac{1}{4} \sigma U^{2}\right) & +S_{\mu}^{\alpha} S_{\alpha}^{\nu}+\frac{1}{4} U^{2} S_{\mu}^{\nu} \\
& =\frac{1}{4} g_{\mu}^{v}\left[\left(\sigma^{2}+S^{2}\right)+\frac{1}{4} U^{2}(S-\sigma)\right] \tag{4.3}
\end{align*}
$$

Contracting this equation with $u^{\mu}$ (or $B^{\mu}$ ) results in

$$
\begin{equation*}
3\left(\sigma^{2}-\frac{1}{4} \sigma U^{2}\right)=S^{2}+\frac{1}{4} S U^{2} \tag{4.4}
\end{equation*}
$$

Since we now only have one arbitrary vector field $u^{\prime \prime}$, Eq. (4.13) takes the simple form

$$
\begin{equation*}
S_{\mu}^{v}=\tilde{\alpha} g_{\mu}^{v}+\tilde{\delta} u_{\mu} u^{v} \tag{4.5}
\end{equation*}
$$

where the two functions $\tilde{\alpha}$ and $\tilde{\delta}$ are to be determined from the conditions

$$
\begin{equation*}
S_{\mu}^{v} u_{v}=(\tilde{\alpha}+\tilde{\delta}) u_{\mu}=0 \tag{4.6a}
\end{equation*}
$$

and

$$
\begin{equation*}
S=4 \tilde{\alpha}+\tilde{\delta}=-\left(\sigma+\frac{1}{4} U^{2}\right) \tag{4.6b}
\end{equation*}
$$

This, together with (4.4), enables us to express all functions in terms of $\sigma$ :

$$
\begin{align*}
\tilde{\alpha} & =-\tilde{\delta}=-\sigma, \\
U^{2} & =8 \sigma . \tag{4.7}
\end{align*}
$$

A simple calculation then shows that (4.3) is identically satisfied and no further conditions are imposed on $S_{\mu}^{\nu}$. Therefore, the energy-momentum tensor $T^{\mu \nu}$ (3.2) is now given by

$$
\begin{equation*}
T^{\mu \nu}-\sigma u^{\mu} u^{v}+S^{\mu \nu}=2 \sigma u^{\mu} u^{v}-\sigma g^{\mu v} \tag{4.8}
\end{equation*}
$$

which corresponds to a perfect fluid (3.1) with

$$
\rho=p=\sigma .
$$

However, if we introduce (4.1) also into (3.3"), we find

$$
\begin{equation*}
V_{\mu v}=\frac{1}{4} U^{2} u_{\mu} u_{v}-\frac{1}{8} g_{\mu v} U^{2}=2 \sigma u_{\mu} u_{v}-\sigma g_{\mu v} \tag{4.9}
\end{equation*}
$$

which is exactly equal to (4.8). Thus, we conclude that the tensor $E_{\mu \nu}$ [Eq. (3.3')] vanishes. This implies that either $m=0$ or

$$
F_{\mu \nu}=A_{\mu, \nu}-A_{\nu, \mu}=0
$$

and, hence, $A_{\mu}$ is the gradient of a scalar

$$
A_{\mu}=\frac{\partial \phi}{\partial x^{\mu}}
$$

From this it appears that a massive vector meson cannot be described by a perfect fluid in terms of a pressure and density only.

Now let us turn to the second possibility, viz., that the two vector fields $u^{\mu}$ and $B^{\mu}$ are orthogonal to each other, i.e.,

$$
\begin{equation*}
\frac{1}{2} U=u^{\mu} B_{\mu}=0 \tag{4.10}
\end{equation*}
$$

In this case, (3.4) reduces to

$$
\begin{align*}
& u_{\mu} u^{v}\left(\sigma^{2}+\sigma B^{2}\right)+S_{\mu}^{\alpha} S_{\alpha}^{v}+B^{2} S_{\mu}^{v}-X_{\mu}^{v} \\
&=\frac{1}{4} g_{\mu}^{v}\left[\sigma^{2}+S^{2}-B^{2}(\sigma+S)-X\right] . \tag{4.11}
\end{align*}
$$

Contracting this equation in turn with $u^{\mu}$ and $B^{\mu}$ leads to [cf. Eq. (3.6)]:

$$
\begin{gather*}
u_{\mu} \bar{b}=0 \quad \text { or } \quad b=0  \tag{4.12a}\\
Y_{\mu}+d B_{\mu}=0 \tag{4.12b}
\end{gather*}
$$

where $\bar{b}$ and $\bar{d}$ differ from their unbarred counterparts (3.7) by the fact that now $U=0$. As before, it is again possible to generate additional equations by operation with $S$. For example, from (4.12b) we obtain

$$
\begin{equation*}
Z_{\mu}+d X_{\mu}=0 . \tag{4.12c}
\end{equation*}
$$

Since $Y_{\mu}$ is determined by $B_{\mu}$ and $Z_{\mu}$ by $X_{\mu}$, it appears that we have again three arbitrary vector fields determining the structure of $S_{\mu}^{v}$. Nevertheless, we see that these are not independent. If we again assume for $S_{\mu}^{v}$ the form (3.13),

$$
\begin{equation*}
S_{\mu}^{v}=\bar{\alpha} g_{\mu}^{v}+\bar{\beta} U_{\mu}^{v}+\bar{\gamma} \beta_{\mu} B^{v}+\delta u_{\mu} u^{v} \tag{4.13}
\end{equation*}
$$

it follows from

$$
S_{\mu}^{\nu} u_{v}=(\bar{\alpha}+\bar{\delta}) u_{\mu}+\bar{\beta} A_{\mu}=0
$$

that

$$
\begin{align*}
\bar{\alpha}+\bar{\delta} & =0,  \tag{4.14}\\
\bar{\beta} & =0 .
\end{align*}
$$

Also,

$$
X_{\mu}=S_{\mu}^{v} B_{v}=\left(\bar{\alpha}+\bar{\gamma} B^{2}\right) B_{\mu}=\lambda B_{\mu},
$$

indicating that $X_{\mu}$ and $B_{\mu}$ are parallel.
Furthermore, from

$$
Y_{\mu}=S_{\mu}^{v} X_{v}=\lambda^{2} A_{\mu}
$$

and (4.12b), we have the relation

$$
\begin{equation*}
\lambda^{2}+d=0 . \tag{4.15}
\end{equation*}
$$

Additional conditions on the different functions are imposed by evaluating $S$ :

$$
S=4 \bar{\alpha}+\bar{\gamma} B^{2}+\bar{\delta}=-\left(\sigma+B^{2}\right)
$$

and

$$
S^{2}=\left(\sigma+B^{2}\right)^{2}+2 \lambda^{2}=2 \bar{\alpha}^{2}+\lambda^{2} .
$$

It can be shown that there are no further independent conditions and that $S_{\mu}^{\nu}$ [Eq. (4.13)] is completely determined by the two vectors $u^{\mu}$ and $B^{\mu}$ and two functions $\sigma$ and $B^{2}$ :

$$
\begin{align*}
& \bar{\alpha}=-\left(\sigma+B^{2}\right)=-P, \\
& \bar{\beta}=0,  \tag{4.16}\\
& \bar{\gamma}=2 P \mid B^{2}, \\
& \bar{\delta}=-\bar{\alpha}=P,
\end{align*}
$$

which gives, for the energy-momentum tensor (3.2),

$$
\begin{align*}
T^{\mu \nu} & =\sigma u^{\mu} u^{\nu}+S^{\mu \nu} \\
& =(\sigma+P) u^{\mu} u^{\nu}-P g^{\mu \nu}+\left(2 P / B^{2}\right) B^{\mu} B^{\nu} \tag{4.17}
\end{align*}
$$

with

$$
\begin{equation*}
P=\sigma+B^{2} . \tag{4.17'}
\end{equation*}
$$

This expression differs from that for a perfect fluid (3.1) in two important aspects. In the first place, in addition to the usual terms a third term appears which may be taken to describe the stresses, since even for a comoving "fluid" it does not vanish. Secondly, the vector potential $B^{\mu}$ (or $A^{\mu}$ ) contributes to the effective pressure through $B^{2}$, although, of course, $P$ [Eq. $\left.\left(4.17^{\prime}\right)\right]$ is not the actual pressure of the fluid.

## 5. CONSERVATION LAWS AND FIELD EQUATIONS

The vector $A^{\mu}$ is not arbitrary, but must be a solution of the field equations (2.7), while the energymomentum tensor (4.17) has to satisfy the conservation laws ${ }^{8}$

$$
\begin{equation*}
D_{\mu} T^{\mu \nu}=0 \tag{5.1}
\end{equation*}
$$

(Of course, these are a consequence of Bianchi's identities and are identically satisfied once Einstein's equations are solved. Nevertheless, they are of considerable interest and determine the behavior of the velocity field $u^{\mu}$.)

We find it convenient to introduce the unit vector

$$
\begin{equation*}
a^{\mu}=A^{\mu} / A=B^{\mu} / B \tag{5.2}
\end{equation*}
$$

so that

$$
\begin{equation*}
a^{\mu} a_{\mu}=1 \tag{5.2'}
\end{equation*}
$$

and the scalar

$$
\begin{equation*}
C=\ln B . \tag{5.3}
\end{equation*}
$$

In terms of this vector, (4.17) can now be written as

$$
\begin{equation*}
T^{\mu \nu}=u^{\mu} u^{\nu}(\sigma+P)-P g^{\mu \nu}+2 P a^{\mu} a^{\nu} \tag{5.4}
\end{equation*}
$$

From the conservation laws (5.1) we find

$$
\begin{aligned}
u_{\mu} u_{i v}^{v}(\sigma+P) & +u_{\mu ; v} u^{v}(\sigma+P)+u_{\mu} u^{v}(\sigma+P)_{, v} \\
& =P_{, \mu}-2 P_{, \nu} a^{v} a_{\mu}-2 P\left(a_{\mu ; v} a^{v}+a_{\mu} a_{i v}^{v}\right) .
\end{aligned}
$$

Contracting this equation with $u^{\mu}$ and $a^{\mu}$, respectively, on account of the orthogonality of these vectors we obtain

$$
\begin{equation*}
u_{i v}^{v}(\sigma+P)+u^{v} \sigma_{, v}=-2 P \Phi \tag{5.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
2 P a_{: v}^{v}+a^{v} P_{, v}=-(\sigma+P) \Psi \tag{5.5b}
\end{equation*}
$$

where we have introduced the two quantities

$$
\begin{align*}
& \Phi=a_{\mu ; v} a^{\nu} u^{\mu}=-u_{\mu ;} v^{v} a^{\mu}, \\
& \Psi=u_{\mu ; v} u^{\nu} a^{\mu}=-a_{\mu ; v} u^{\mu} u^{v} . \tag{5.5c}
\end{align*}
$$

[^103]Furthermore, from the subsidiary condition (2.5) we also find

$$
\begin{equation*}
a_{i \mu}^{\mu}+C_{, \mu} a^{\mu}=0, \tag{5.6}
\end{equation*}
$$

so that ( 5.5 b ) can be written as

$$
2 P C_{, \mu} a^{\mu}-P_{, \mu} a^{\mu}=(\sigma+P) u_{\mu ; v} u^{v} a^{\mu}
$$

Since this equation is of the form $f_{\mu} a^{\mu}=0$, it is suggestive to take as its solution $f_{\mu}=0$. Substituting this result into (5.4) and contracting with $u^{u}$, however, leads to $P=B^{2}$, which is only consistent with (4.17) if $\sigma=0$. A more satisfactory solution is of the form

$$
\begin{equation*}
u_{\mu ; u^{\nu}} v^{v}(\sigma+P)+P_{, \mu}-2 P C_{, \mu}=u_{\mu} f \tag{5.7}
\end{equation*}
$$

where $f$ is an arbitrary function.
Substituting (5.7) into (5.4) and contracting with $u^{\mu}$ yields for $f$,

$$
f=P_{, \mu} u^{\mu}-2 P u^{\mu} C_{, \mu}=\sigma_{, \mu} u^{\mu}-2 \sigma u^{\mu} C_{, \mu},
$$

and, after some simplification, for (5.7) yields

$$
u_{\mu ; v} u^{\nu}(\sigma+P)=\left(u_{\mu} u^{\alpha}-g_{\mu}^{\alpha}\right)\left(P_{, \alpha}-2 P C_{, \alpha}\right)
$$

This expression is seen to be similar to the usual results of hydrodynamics ${ }^{9}$ and differs from it mainly through the appearance of the extra term involving the electromagnetic potential. If we now also insert (5.7") into (5.4), we obtain

$$
\begin{equation*}
P a_{\mu ; v} a^{\nu}=P \Phi u_{\mu}+\left(g_{\mu}^{\alpha}-a_{\mu} a^{\alpha}-u_{\mu} u^{\alpha}\right)\left(P_{, \alpha}-P C_{, \alpha}\right) \tag{5.8}
\end{equation*}
$$

which determines the streaming of the vector field $a^{\mu}$. If $a$ is a spacelike vector, so that $a^{\mu} a_{\mu}=-1$ (and hence $B^{2}$ negative), a similar calculation gives slightly modified results. Instead of (5.3), we find

$$
T^{\mu \nu}=(\sigma+P) u^{\mu} u^{\nu}-P g^{\mu \nu}-2 P a^{\mu} a^{\nu}
$$

with $P=\sigma-|B|^{2}$.

The sign of the right-hand side of (5.5a) is now positive, but (5.5b) remains unchanged. Furthermore, (5.7") remains the same, but (5.8) has to be replaced by

$$
P a_{\mu: v} a^{v}=P \Phi u_{\mu}+\left(u_{\mu} u^{\alpha}-a_{\mu} a^{\alpha}-g_{\mu}^{\alpha}\right)\left(P_{, \alpha}-P C_{, \alpha}\right)
$$

It is easy to see that contracting this equation with $u^{\mu}$ and $a^{\mu}$ yields nothing new.

The behavior of the two vector fields is then determined by (5.7") and (5.8) together with the subsidiary conditions (5.5a) and (5.6).

Furthermore, from the field equations (2.4),

$$
D_{\alpha} D^{x} B_{\mu}-R_{\mu v} B^{v}=m^{2} B_{\mu v}
$$

upon introducing the vector $a^{\mu}$ and scalar $C$, we also obtain
$\left(\square C+C_{\alpha} C^{\alpha}\right) a_{\mu}+2 C^{\beta} a_{\mu ; \beta}+D_{\alpha} D^{\alpha} a_{\mu \nu}$

$$
\begin{equation*}
-R_{\mu \lambda} a^{\lambda}=m^{2} a_{\mu} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& \square C+C_{, \alpha} C^{\prime \alpha}= \square(P-\sigma) \\
& 2(P-\sigma) \\
&-\frac{1}{4} \frac{(P-\sigma)_{, \alpha}(P-\sigma)_{, \beta} g^{\alpha \beta}}{(P-\sigma)^{2}}
\end{aligned}
$$

and, upon contracting,

$$
\begin{equation*}
\left(\square C+C_{\alpha} C^{\alpha}\right)-a_{; i}^{\mu} a_{\mu ;}^{\alpha}-R_{\mu \lambda} a^{\lambda} a^{\mu}=m^{2} \tag{5.9'}
\end{equation*}
$$

These equations together with (5.7) completely determine $a^{\mu}$ and $C$.
This completes, then, the general analysis of the vector meson field including the subsidiary conditions. It is still necessary to solve Einstein's field equations (2.8). Since the general case is rather involved, we limit ourselves to special examples involving spherical symmetry and the expanding universe. These are given in a subsequent work.
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#### Abstract

A quantum field with nonlocal but translation-invariant interaction is considered. We prove that, with a proper smoothness condition on the interaction, the asymptotic limits of the annihilation-creation operators exists. The asymptotic limits are then used to prove that the state space decomposes as a tensor product of an incoming (outgoing) Fock space and a zero-particle space.


## 1. INTRODUCTION

In an earlier paper ${ }^{1}$ we considered a fermion field with self-interaction and proved that, if the kernels describing the interaction were sufficiently smooth, then the asymptotic limits of the annihilationcreation operators did exist. It was also proved that they were free fermion fields with the same mass as the original free fields and that the total Hilbert space could be written in terms of these asymptotic fields as a tensor product of an asymptotic Fock space and a zero-particle space.
The object of this paper is to prove a similar result for the case of translation-invariant or momentumconserving interaction, if the interaction contains no zero- or one-particle interaction. If, on the other hand, there is a zero- or one-particle interaction, then the asymptotic annihilation-creation operators can not be expected to exist, as we know from perturbation consideration (see, for instance, Refs. 2-4).

## 2. FERMION FIELD WITH MOMENTUMCONSERVING INTERACTION

As in Paper I, here we consider a free fermion field with mass $m$ in the Fock representation. This is a Hilbert space $\mathfrak{H}$, where the elements in $\mathfrak{H}$ are represented by sequences $f=\left\{f_{n}\right\}$ of antisymmetric functions $f_{n}=f_{n}\left(x_{1}, \cdots, x_{n}\right)$ in $n$ variables $x_{1}, \cdots$, $x_{n}, x_{i} \in E_{3}$. The inner product in $\mathcal{H C}$ is given by

$$
\begin{aligned}
& (f, g)=\sum_{n=1}^{\infty} n!\int \cdots \int f_{n}\left(x_{1}, \cdots, x_{n}\right) \\
& \quad \times g_{n}\left(x_{1}, \cdots, x_{n}\right) d x_{1} \cdots d x_{n}
\end{aligned}
$$

and the annihilation operators $a(x)$ by

$$
(a(x) f)_{n}\left(x_{1}, \cdots, x_{n}\right)=(n+1) f_{n}\left(x, x_{1}, \cdots, x_{n}\right)
$$

The creation operator $a^{*}(x)$ is the adjoint of $a(x)$. The

[^105]free-energy operator $H_{0}$ is given by
$$
\left(H_{0} f\right)_{n}=\sum_{i=1}^{n} \Omega_{i} f_{n}\left(x_{1}, \cdots, x_{n}\right),
$$
and $\left(H_{0} f\right)_{0}=0$, where $\Omega_{i}$ is the operator $\Omega=$ $\left(-\Delta+m^{2}\right)^{\frac{1}{2}}$ applied to $x_{i}$. The mass $m$ is strictly positive. The total energy operator is $H=H_{0}+V$, where the interaction $V$ is momentum conserving and contains no vacuum or one-particle interaction. That is,
$$
V=\sum_{k, l=2} V_{k, l},
$$
where $V_{k l}$ is given in terms of the kernel
$$
V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right),
$$
which is translation-invariant, i.e.,
\[

$$
\begin{aligned}
V_{k l}\left(x_{1}+z, \cdots, x_{k}+z\right. & \left.\mid y_{1}+z, \cdots, y_{l}+z\right) \\
& =V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right)
\end{aligned}
$$
\]

and

$$
\begin{aligned}
V_{k l}= & \int_{\cdots} \cdots \int d x_{1} \cdots d x_{k} d y_{1} \cdots d y_{l} \\
& \times V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right) \\
& \times a^{*}\left(x_{1}\right) \cdots a^{*}\left(x_{k}\right) a\left(y_{1}\right) \cdots a\left(y_{l}\right) .
\end{aligned}
$$

We recall that $f_{n}$ is antisymmetric if $f_{n}=\operatorname{asym} f_{n}$, where
$\operatorname{asym} f_{n}\left(x_{1}, \cdots, x_{n}\right)=\frac{1}{n!} \sum_{\sigma}(-1)^{\sigma} f_{n}\left(x_{\sigma(1)}, \cdots, x_{\sigma(n)}\right)$.
The reason for excluding terms of the form $V_{k 0}, V_{0 l}$, $V_{k 1}$, and $V_{11}$-i.e., vacuum and one-particle inter-action-is that such terms leads to infinite vacuum renormalization and finite-mass renormalization respectively, and it is beyond the scope of the technique presented in this paper to deal with such problems.

It is obvious that $H_{0}$ is self-adjoint on its natural domain of definition $D_{0}$, and we assume $V$ to be symmetric, i.e.,

$$
\begin{aligned}
& V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right) \\
&=\bar{V}_{l k}\left(y_{1}, \cdots, y_{l} \mid x_{1}, \cdots, x_{k}\right) .
\end{aligned}
$$

Let $a(h)=\int a(x) h(x) d x$ and

$$
a^{*}(h)=\int a^{*}(x) h(x) d x
$$

Due to the anticommutation relations of the fermion field we have

$$
a(h) a^{*}(\bar{h})+a^{*}(\bar{h}) a(h)=\int|h(x)|^{2} d x
$$

Observing that $a^{*}(\bar{h})$ is the adjoint of $a(h)$, we now obtain

$$
\|a(h)\|=\left\|a^{*}(h)\right\| \leq\|h\|_{2} .
$$

On the other hand, let $\phi_{0}$ be the vacuum state $\phi_{0}=\{1,0, \cdots\}$. Then

$$
\left\|a^{*}(h) \phi_{0}\right\|=\|h\|_{2}
$$

and this proves the following lemma.

$$
\text { Lemma } 1:\|a(h)\|=\left\|a^{*}(h)\right\|=\|h\|_{2} .
$$

For the subsequent development we also need the following lemma.

Lemma 2: Let $f \in D_{0}$ (domain of $H_{0}$ ); then

$$
n\left\|f_{n}\right\|_{2} \leq m^{-1}\left\|\left(H_{0} f\right)_{n}\right\|_{2}
$$

where $m$ is the mass of the free fermion field.
Proof:

$$
\left(H_{0} f\right)_{n}=\sum_{i=1}^{n} \Omega_{i} f_{n}
$$

and, since $\Omega=\left(-\Delta+m^{2}\right)^{\frac{1}{2}}$, we have that $(h, \Omega h) \geq$ $m(h, h)$, which proves the lemma.

Lemma 3: Let $\|u\|_{0}=\max \left\{\|u\|_{1},\|u\|_{2}\right\}$ and let $A_{k l}$, for $k, l \geq 1$, be the annihilation-creation operator with the kernel

$$
\begin{aligned}
& A_{k l}\left(x_{1}, \cdots,\right.\left.x_{k} \mid y_{1}, \cdots, y_{l}\right) \\
&= \quad \underset{x}{\operatorname{asym} \operatorname{asym} u_{1}\left(x_{1}-y_{l}\right) \cdots u_{k}\left(x_{k}-y_{l}\right)} \\
& \quad \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) .
\end{aligned}
$$

Then, for all $f \in D_{0}$, we have
$\left\|A_{k l} f\right\| \leq C_{k l}\left\|u_{1}\right\|_{0} \cdots\left\|u_{k}\right\|_{0}\left\|v_{1}\right\|_{0} \cdots\left\|v_{l-1}\right\|_{0} \cdot\left\|H_{0} f\right\|$, where $C_{k l}=m^{-1}(|k-l|+1)^{\frac{1}{2}}$.
Proof: Let $p=k-l+n$; then

$$
\begin{aligned}
\left\|A_{k l} f_{n}\right\|^{2}=p!\int \cdots & \int d x_{1} \cdots d x_{p} \\
& \times \left\lvert\,\binom{ n}{l} l!\underset{x_{1}, \cdots, x_{n}}{\text { asym }} \int \cdots \int d y_{1} \cdots d y_{l}\right. \\
& \times u_{1}\left(x_{1}-y_{l}\right) \cdots u_{k}\left(x_{k}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, k_{k+1}, \cdots, x_{p}\right)\right|^{2}
\end{aligned}
$$

By the fact that asym is an orthogonal projection in $L_{2}$, we get

$$
\begin{aligned}
\left\|A_{k l} f_{n}\right\|^{2} \leq & p!\int \cdots \int d x_{1} \cdots d x_{p} \\
& \times\left[\binom{n}{l} l!\int d y_{l}\left|u_{1}\left(x_{1}-y_{l}\right)\right|\right. \\
& \times \left\lvert\, \begin{array}{|c}
\text { asym }_{2}, \cdots, x_{p}
\end{array} \int \cdots d y_{1} \cdots d y_{l-1}\right. \\
& \times u_{2}\left(x_{2}-y_{l}\right) \cdots u_{k}\left(x_{k}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \left.\times f_{n}\left(y_{1}, \cdots, y_{l}, x_{k+1}, \cdots, x_{p}\right)\right]^{2}
\end{aligned}
$$

By the Schwarz inequality,

$$
\begin{aligned}
& \left\|A_{k l} f_{n}\right\|^{2} \leq p!\int \cdots \int d x_{1} \cdots d x_{p} \int d \tilde{y}_{l}\left|u_{1}\left(x_{1}-\tilde{y}_{l}\right)\right| \\
& \times \int d y_{l}\left|u_{1}\left(x_{1}-y_{l}\right)\right| \\
& \times \left\lvert\,\binom{ n}{l} l \underset{x_{2}, \cdots, x_{p}}{l!\operatorname{asym}} \int \cdots \int d y_{1} \cdots d y_{l-1}\right. \\
& \times u_{2}\left(x_{2}-y_{t}\right) \cdots u_{k}\left(x_{k}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, x_{k+1}, \cdots, x_{p}\right)\right|^{2} \\
& =p!\left\|u_{1}\right\|_{1}^{2} \int \cdots \int d y_{l} d x_{2} \cdots d x_{p} \\
& \times \left\lvert\,\binom{ n}{l} l \begin{array}{l}
x_{2}, \cdots, x_{n} \\
\operatorname{asym}
\end{array} \iint d y_{1} \cdots d y_{l-1}\right. \\
& \times u_{2}\left(x_{2}-y_{l}\right) \cdots u_{k}\left(x_{k}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, x_{k+1}, \cdots, x_{p}\right)\right|^{2} .
\end{aligned}
$$

By Lemma 1, this is bounded by

$$
\begin{aligned}
& p!\left\|u_{1}\right\|_{1}^{2} \frac{(n-1)!}{(p-1)!}\left[\binom{n}{l} l!\right]^{2} \cdot\left[\binom{n-1}{l-1}(l-1)!\right]^{-2} \\
& \times \int d y_{l}\left\|u_{2}\right\|_{2}^{2} \cdots\left\|u_{k}\right\|_{2}^{2}\left\|v_{1}\right\|_{2}^{2} \cdots\left\|v_{l-1}\right\|_{2}^{2} \\
& \times \int \cdots \int d y_{1} \cdots d y_{l-1} d x_{k+1} \cdots d x_{v} \\
& \times\left|f_{n}\left(y_{1}, \cdots, y_{l}, x_{k+1}, \cdots, x_{p}\right)\right|^{2} \\
&= p \cdot n \cdot n!\left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{2}^{2} \cdots\left\|u_{k}\right\|_{2}^{2} \\
& \times\left\|v_{1}\right\|_{2}^{2} \cdots\left\|v_{l-1}\right\|_{2}^{2}\left\|f_{n}\right\|_{2}^{2} .
\end{aligned}
$$

Recalling that $p=k-l+n$, by Lemma 2 we get $\left\|A_{k l} f_{n}\right\| \leq \frac{(k-l+n) n}{n^{2}} \frac{1}{m^{2}}\left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{2}^{2} \cdots\left\|u_{k}\right\|_{2}^{2}$

$$
\times\left\|v_{1}\right\|_{2}^{2} \cdots\left\|v_{l-1}\right\|_{2}^{2}\left\|H_{0} f_{n}\right\|^{2}
$$

and this proves the lemma.

Lemma 4: Let $a(g)=\int a(x) g(x) d x$ and $a^{*}(g)=$ $\int a^{*}(x) g(x) d x$ and $f \in D_{0}$ if $k, l \geq 2$; then $\left\|\left[A_{k l}, a(g)\right] f\right\|$ and $\left\|\left[A_{k l}, a^{*}(g)\right] f\right\|$ $\leq k C_{k l}\|g\|_{\infty}\left\|u_{1}\right\|_{o} \cdots\left\|u_{k}\right\|_{o}\left\|v_{1}\right\|_{o} \cdots\left\|v_{l-1}\right\|_{o}\left\|H_{0} f\right\|$.
Proof: Let $p=k-l+n-1$; then
$\left\|\left[A_{k l}, a(g)\right] f_{n}\right\|^{2}$

$$
\begin{aligned}
= & p!\int \cdots \int d x_{1} \cdots d x_{p} \left\lvert\, \int d z g(z)\binom{n}{l} l!\right. \\
& \times \underset{x_{1}, \cdots, x_{j}}{\operatorname{asym}} \int \cdots \int d y_{1} \cdots d y_{l} \\
& \times \sum_{i=1}^{k}(-1)^{i} u_{1}\left(x_{1}-y_{l}\right) \cdots u_{i}\left(z-y_{l}\right) \\
& \times u_{i+1}\left(x_{i}-y_{l}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, x_{k}, \cdots, x_{p}\right)\right|^{2} .
\end{aligned}
$$

By the Schwarz inequality we get that this is equal to

$$
\begin{aligned}
p!k \sum_{i=1}^{k} \int & \cdots \int d x_{1} \cdots d x_{p} \\
& \times \left\lvert\,\binom{ n}{l} l!\int d z \underset{x_{1}}{ } \boldsymbol{g}(z) \underset{x_{i}}{\operatorname{asym}} \int \cdots \int d y_{1} \cdots d y_{l}\right. \\
& \times u_{1}\left(x_{1}-y_{l}\right) \cdots u_{i}\left(z-y_{l}\right) \\
& \times u_{i+1}\left(x_{i}-y_{l}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1} \cdots y_{l}, x_{k} \cdots x_{p}\right)\right|^{2} .
\end{aligned}
$$

Since asym is a projection in $L_{2}$, the first term in the summation is bounded by

$$
\begin{aligned}
\int \cdots \int d x_{1} & \cdots d x_{p} \\
& \times \left\lvert\,\binom{ n}{l} l!\iint d z d y_{l} u_{1}\left(z-y_{l}\right) g(z) u_{2}\left(x_{1}-y_{l}\right)\right. \\
& \times \underset{x_{2}, \cdots, x_{p}}{\operatorname{asym}} \int \cdots \int d y_{1} \cdots d y_{l-1} \\
& \times u_{3}\left(x_{2}-y_{l}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, x_{k}, \cdots, x_{p}\right)\right|^{2} \\
\leq & \|g\|_{\infty}^{2}\left\|u_{1}\right\|_{1}^{2} \int \cdots \int d x_{1} \cdots d x_{p} \\
& \times\left[\binom{n}{l} l!\int d y_{l}\left|u_{2}\left(x_{1}-y_{l}\right)\right|\right. \\
& \times \left\lvert\, \begin{array}{c}
\text { asym } \\
x_{2}, \cdots, x_{j},
\end{array} \int \cdots \int d y_{1} \cdots d y_{l-1}\right. \\
& \times u_{3}\left(x_{2}-y_{l}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \left.\times f_{n}\left(y_{1}, \cdots, y_{l}, x_{k}, \cdots, x_{p}\right) \mid\right]^{2} .
\end{aligned}
$$

By the Schwarz inequality, this is bounded by

$$
\begin{aligned}
&\|g\|_{\infty}^{2}\left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{1} \int \cdots \int d x_{1} \cdots d x_{p} \int d y_{l}\left|u_{2}\left(x_{1}-y_{l}\right)\right|^{\prime} \\
& \times\left[\binom{n}{l} l!\left\lvert\, \begin{array}{c}
\text { asym } \\
x_{2}, \cdots, x_{p}
\end{array} \int \cdots \int d y_{1} \cdots d y_{l-1}\right.\right. \\
& \times u_{3}\left(x_{2}-y_{1}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
&\left.\times f_{n}\left(y_{1}, \cdots, y_{l}, x_{k}, \cdots, x_{p}\right) \mid\right]^{2} \\
&=\|g\|_{\infty}^{2}\left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{1}^{2} \int d y_{l} \int \cdots \int d x_{2} \cdots d x_{p} \\
& \times \left\lvert\,\binom{ n}{l} l!\right.\text { asym } \\
& \times u_{3}\left(x_{2}-\cdots, x_{l}\right) \cdots u_{k}\left(x_{k-1}-y_{l}\right) \\
& \times v_{1}\left(y_{1}-y_{l}\right) \cdots v_{l-1}\left(y_{l-1}-y_{l}\right) \\
& \times\left. f_{n}\left(y_{1}, \cdots, y_{l}, x_{k}, \cdots, x_{p}\right)\right|^{2} .
\end{aligned}
$$

By Lemma 1, this is bounded by

$$
\begin{aligned}
\|g\|_{\infty}^{2} & \left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{1}^{2} \frac{(n-1)!}{(p-1)!} \\
& \times\left[\binom{n}{l} l!\right]^{2}\left[\binom{n-1}{l-1}(l-1)!\right]^{-2} \\
& \times \int d y_{l}\left\|u_{3}\right\|_{2}^{2} \cdots\left\|u_{k}\right\|_{2}^{2}\left\|v_{1}\right\|_{2}^{2} \cdots\left\|v_{l-1}\right\|_{2}^{2} \\
& \times \int \cdots \int d y_{1} \cdots d y_{l-1} d x_{k} \cdots d x_{p} \\
= & \quad\|g\|_{\infty}^{2}\left\|u_{1}\right\|_{1}^{2}\left\|u_{2}\right\|_{1}^{2} n \\
& \times \frac{n!}{(p-1)!}\left\|u_{3}\right\|_{2}^{2} \cdots\left\|u_{k}\right\|_{2}^{2}\left\|v_{1}\right\|_{2}^{2} \cdots\left\|v_{l-1}\right\|_{2}^{2}\left\|f_{n}\right\|_{2}^{2} \\
\leq & n \cdot \frac{n!}{(p-1)!}\|g\|_{\infty}^{2}\left\|u_{1}\right\|_{0}^{2} \cdots\left\|u_{k}\right\|_{0}^{2} \\
& \times\left\|v_{1}\right\|_{0}^{2} \cdots\left\|v_{l-1}\right\|_{0}^{2}\left\|f_{n}\right\|_{2}^{2} .
\end{aligned}
$$

By estimating the remaining terms in the summation in the same way, we get

$$
\begin{aligned}
\left\|\left[A_{k l}, a(g)\right] f_{n}\right\|^{2} & \leq n \cdot p k^{2}\|g\|_{\infty}^{2} \\
& \times\left\|u_{1}\right\|_{0}^{2} \cdots\left\|u_{k}\right\|_{0}^{2}\left\|v_{1}\right\|_{0}^{2} \cdots\left\|v_{l-1}\right\|_{0}^{2}\left\|f_{n}\right\|^{2} .
\end{aligned}
$$

Using Lemma 2, we get the first part of Lemma 4. The second part is proved in the same way.

We are now in position to give the smallness and smoothness conditions on the kernels

$$
V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right) .
$$

Assumption 1: The kernels

$$
V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right)
$$

can be represented in the following way:

$$
\begin{aligned}
V_{k l}\left(x_{1}, \cdots, x_{k} \mid y_{1}\right. & \left.\cdots, y_{l}\right) \\
& =\sum_{n=1}^{\infty} A_{k l}^{(n)}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right)
\end{aligned}
$$

such that

$$
\sum_{n k l} C_{k l}\left\|u_{1}^{n k l}\right\|_{0} \cdots\left\|u_{k}^{n k l}\right\|_{0}\left\|v_{1}^{n k l}\right\|_{0} \cdots\left\|v_{l-1}^{n k l}\right\|_{0}<1
$$

where $A_{k l}^{(n)}\left(x_{1}, \cdots, x_{k} \mid y_{1}, \cdots, y_{l}\right)$ is a kernel of the form given in Lemma 3, and $C_{k l}=m^{-1}(|k-l|+1)^{\frac{1}{2}}$. Moreover,

$$
V_{k l}=0 \text { for } k=0 \text { or } 1, \text { or } 1=0 \text { or } 1
$$

## Assumption 2:

$$
\sum_{n k l} k C_{k l}\left\|u_{1}^{n k l}\right\|_{0} \cdots\left\|u_{k}^{n k l}\right\|_{0}\left\|v_{1}^{n k l}\right\|_{0} \cdots\left\|v_{l-1}^{n k l}\right\|_{0}<\infty
$$

Theorem 1: Under Assumption 1 we have that

$$
H=H_{0}+V
$$

with $V=\sum_{k, 1=2}^{\infty} V_{k l}$, is a self-adjoint operator on the domain of $H_{0}$, i.e., on $D_{0}$.

Proof: From Assumption 1 and Lemma 3 we get that, for $f \in D_{0}$,

$$
\|V f\| \leq \lambda\left\|H_{0} f\right\|
$$

with

$$
\lambda=\sum_{n k l} C_{k l}\left\|u_{1}^{n k l}\right\|_{0} \cdots\left\|u_{k}^{n k l}\right\|_{0}\left\|v_{1}^{n k l}\right\|_{0} \cdots\left\|v_{l-1}^{n k l}\right\|_{0}<1
$$

It is a well-known result that this implies that $H=$ $H_{0}+V$ is self-adjoint on the same domain as $H_{0}$.

We observe that it follows from Theorem 1 that $D_{0}$ is invariant under $e^{i t H}$ as well as under $e^{i t H_{0}}$, and that for $f \in D_{0}$, both $e^{i t H} f$ and $e^{i t H_{0} f}$ are strongly differentiable with respect to $t$.

Lemma 5: For $h \in D_{\Omega} \subset L_{2}\left(E_{3}\right)$ we have that $a(h)$, as well as $a^{*}(h)$, leaves $D_{0}$ invariant, where $D_{\Omega}$ is the domain of $\Omega$ in $L_{2}\left(E_{3}\right)$.

Proof: The proof of this lemma follows immediately from the definitions of $a(h)$ and $a^{*}(h)$ (see, for instance, Ref. 1).

We define

$$
\begin{aligned}
a_{t}(h) & =e^{-i t H} e^{i t H_{0}} a(h) e^{-i t H_{0}} e^{i t H} \\
a_{t}^{*}(h) & =e^{-i t H} e^{i t H_{0}} a^{*}(h) e^{-i t H_{0}} e^{i t H}
\end{aligned}
$$

and observe that for $h \in D_{\Omega}$ both $a_{t}(h)$ and $a_{t}^{*}(h)$ leave
$D_{0}$ invariant. Moreover, $a_{t}(h) f$ and $a_{t}^{*}(h) f$ for $f$ in $D_{0}$ and $h$ in $D_{\Omega}$ are both strongly differentiable in $t$, and by differentiation we get, for $h \in D_{\Omega}$, that

$$
\begin{align*}
a_{s}(h)-a(h) & =-i \int_{0}^{s} e^{-i t H}\left[V, e^{i t H_{0}} a(h) e^{-i t H_{0}}\right] e^{i t H} d t \\
a_{s}^{*}(h)-a^{*}(h) & =-i \int_{0}^{s} e^{-i t H}\left[V, e^{i t H_{0}} a^{*}(h) e^{-i t H_{0}}\right] e^{i t H} d t \tag{1}
\end{align*}
$$

For details see Ref. 1.

Theorem 2: Under Assumptions 1 and 2 we have that the strong limits of $a_{t}(h)$ and $a_{t}^{*}(h)$ as $t \rightarrow \pm \infty$ exist for all $h \in L_{1}\left(E_{3}\right)$. Denote

$$
\begin{aligned}
& a_{ \pm}(h)=\underset{t \rightarrow \pm \infty}{\operatorname{strong} \lim } a_{t}(h) \\
& a_{ \pm}^{*}(h)=\underset{t \rightarrow \pm \infty}{\operatorname{strong} \lim } a_{t}^{*}(h)
\end{aligned}
$$

Then $a_{ \pm}$and $a_{ \pm}^{*}$ satisfy the same anticommutation relations as do $a$ and $a^{*}$ :

$$
\begin{aligned}
& \left\{a_{ \pm}(h), a_{ \pm}(g)\right\}=\left\{a_{ \pm}^{*}(h), a_{ \pm}^{*}(g)\right\}=0 \\
& \left\{a_{ \pm}(h), a_{ \pm}^{*}(g)\right\}=\int h(x) g(x) d x
\end{aligned}
$$

and the operators $a_{ \pm}, a_{ \pm}^{*}$, and $H$ satisfy the same commutation relations as do $a, a^{*}$, and $H_{0}$; i.e., for $h \in D_{\Omega}$ we get

$$
\left[H, a_{ \pm}(h)\right]=a_{ \pm}(-\Omega h), \quad\left[H, a_{ \pm}^{*}(h)\right]=a_{ \pm}^{*}(\Omega h)
$$

and for $h \in D_{\Omega}$ we have that $a_{ \pm}(h)$, as well as $a_{ \pm}^{*}(h)$, leaves $D_{0}$ invariant.

Proof: The proof is similar to one given in Ref. 1 but for the fact that here strong limits substitute the norm limits in Ref. 1.

Since $\left\|a_{t}(h)\right\|=\|h\|_{2}$, we have that the mapping $a_{t}(h) f: L_{2}\left(E_{3}\right) x \mathscr{H} \rightarrow \mathscr{H}$ is uniformly bounded in $t$, so it is sufficient to prove that $a_{t}(h) f$ tends strongly to a limit for $h \in C_{0}^{\infty}$ and fin $D_{0}$. From (1) we get that this is equivalent to proving that the integrals on the right-hand side of (1) converge strongly at infinity. Consider, therefore,

$$
\left\|e^{-i t H_{0}}\left[V, e^{i t H_{0}} a(h) e^{-i t H_{0}}\right] e^{i t H^{\prime}} f\right\|=\left\|\left[V, a\left(h_{t}\right)\right] e^{i t H^{\prime}} f\right\|
$$

where $h_{t}=e^{-i t \Omega} h$.
By Lemma 4 and Assumptions 1 and 2, we get that this is bounded by

$$
C\left\|h_{t}\right\|_{\infty} \cdot\left\|H_{0} e^{i t H} f\right\|
$$

where $C$ is a constant depending only on $V$. According to a lemma proved in Ref. 1, we have that

$$
\left\|h_{t}\right\|_{\infty} \leq C_{1}|t|^{-\frac{3}{2}}
$$

for $h \in C_{0}^{\infty}$. Since $H$ and $H_{0}$ have the same domain of definition, there exist two constants $a$ and $b$, such that

$$
\left\|H_{0} f\right\| \leq a\|H f\|+b\|f\|
$$

Using this, we get the new bound

$$
C_{2}|t|^{-\frac{3}{2}}(a\|H f\|+b\|f\|)
$$

which proves that the integrals on the right-hand side of (1) converge strongly.

That $a_{ \pm}$and $a_{ \pm}^{*}$ satisfy the same anticommutation relations as do $a$ and $a^{*}$ follows from the strong convergence. Consider now, for $h \in D_{\Omega}$ and $f \in D_{0}$, the expression $a_{t}(h) f$. Since $a_{t}(h)$ leaves $D_{0}$ invariant, we have that $a_{t}(h) f \in D_{0}$ and thus

$$
\begin{aligned}
H a_{t}(h) f= & {\left[H, a_{t}(h)\right] f+a_{t}(h) H f, } \\
{\left[H, a_{t}(h)\right] f=} & e^{-i t H}\left[H, e^{i t H_{0}} a(h) e^{-i t H_{0}}\right] e^{i t H_{f}} f \\
= & e^{-i t H} e^{i t H_{0}} a(-\Omega h) e^{-i t H_{0}} e^{i t H} f \\
& +e^{-i t H}\left[V, e^{i t H_{0}} a(h) e^{-i t H_{0}}\right] e^{i t H_{f}} f .
\end{aligned}
$$

We have already proved that the last term tends strongly to zero and the first term is $a_{t}(-\Omega h) f$, which we know converges strongly to $a_{ \pm}(-\Omega h) f$. Using the fact that $H$ is closed, we get that $a_{ \pm}(h) f \in D_{0}$, i.e., is in the domain of $H$, and that $\left[H, a_{ \pm}(h)\right] f=a_{ \pm}(-\Omega h) f$. This proves the theorem.

Theorem 3: The Hilbert space $\mathscr{H}$ decompose in two ways as a tensor product of two Hilbert spaces

$$
\mathfrak{H}=\mathscr{F}_{ \pm} \otimes \mathscr{H}_{ \pm}^{0} .
$$

$\mathscr{F}_{ \pm}$is the Fock representation of the incoming (outgoing) asymptotic fields. $\mathscr{H}_{ \pm}^{0}$ is the incoming (outgoing) zero-particle space; i.e., the subspace of $\mathscr{H}$ of the form $\Omega_{ \pm} \otimes \mathscr{H}_{ \pm}^{0}$ is annihilated by all incoming (outgoing) annihilation operators.

In accordance with this decomposition, the energy operator $H$ decomposes as a sum:

$$
H=H_{0}^{ \pm} \otimes 1+1 \otimes H_{ \pm}^{0}
$$

where $H_{0}^{ \pm}$is the free-energy operator with mass $m$ in $\mathcal{F}_{ \pm}$and $H_{ \pm}^{0}$ is the restriction of $H$ to $\Omega_{ \pm} \otimes \mathscr{H}_{ \pm}^{0} \cdot \Omega_{ \pm}$ is the vacuum of $\mathscr{F}_{ \pm}$.

Proof: The proof of this theorem is the same as in Ref. 1, since only the fact that $H$ was bounded below and the strict positivity of the mass $m$, together with the commutation relation between $H$ and the asymptotic fields, were used in the proof of this theorem in Ref. 1.

Theorem 4: The Møller-wave operators $W_{ \pm}$, defined as

$$
W_{ \pm}=\underset{t \rightarrow \pm \infty}{\operatorname{strong} \lim } e^{-i t H^{i t H_{0}}},
$$

exist under Assumptions 1 and 2 and define a unitary equivalence between $H_{0}$ in $\mathscr{K}$ and $H$ in $\mathscr{K}_{0}^{ \pm}$. Here $\mathscr{H}_{0}^{ \pm}$is the smallest closed subspace containing the vacuum element $\phi_{0}$ of $\mathcal{H}$ and invariant under $a_{ \pm}^{*}(h)$ for all $h$ in $L_{2}\left(E_{3}\right)$.

Remark: Such a theorem was first proved by Chistyakov, ${ }^{5}$ but for the sake of completeness we give a proof below. It is interesting to observe here how much more information one gets on the spectral structure of $H$ from the existence of asymptotic annihilation-creation operators than from the existence of the wave operators. From the existence of the wave operators one may conclude that there is a subspace of $\mathscr{H C}$ in which $H$ acts as a free-energy operator. But as we have seen in Theorem 3, from the existence of the asymptotic annihilation-creation operators one may conclude that $\mathscr{H}$ decomposes as a tensor product, so that $H$ acts as a free-energy operator in one of the factors.

Proof: Since $\phi_{0}$ is cyclic in $\mathcal{H}$-relative to the set of operators $a^{*}(h), h \in L_{2}\left(E_{3}\right)$-it is enough to prove that $e^{-i t H} e^{i t H_{0}} a^{*}\left(h_{1}\right) \cdots a^{*}\left(h_{n}\right) \phi_{0}$ converges strongly. But since $H_{0}$ and $H$ both annihilate $\phi_{0}$, this is equal to $a_{t}^{*}\left(h_{1}\right) \cdots a_{t}^{*}\left(h_{n}\right) \phi_{0}$, and this we know converges strongly.

This proves the theorem.
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#### Abstract

We extend to the $N$-body case previous techniques for solving three-body problems with repulsive interparticle potentials and periodic boundary conditions on each particle. For clarity, we begin with one-dimensional problems, although the techniques are not peculiar to them and can be generalized to three dimensions. We decompose the wavefunction $\Psi$ into $N(N-1) / 2$ parts, according to $$
\Psi=\sum_{i<j=1}^{N} \psi_{i j} ;
$$ from the Schrödinger equation we find a basic equation for a typical $\psi_{i i}$. As a test of this equation, we apply it for $N=4$ and the case of $\delta$-function interactions, and solve it numerically to find close agreement between the energy per particle of a four-body system and a system of the same density in which $N \rightarrow \infty$. The numerical results are consistent with the analytic one that $E_{g}(\infty)$, which is the ground-state energy per particle of the system with an infinite number of particles, is related to $E_{g}(N)$, which is that energy for the $N$-body system of the same density, by $E_{0}(N)=E_{0}(\infty)[1-(1 / N)]$ for weak repulsion and by $E_{g}(N)=E_{g}(\infty)\left[1-\left(1 / N^{2}\right)\right]$ for very strong repulsion. We begin a similar comparison for the threedimensional hard-sphere case by working out the problem of two hard spheres with periodic boundary conditions over a length $L_{2}$ such that the density is the same as for an $N$-body problem in volume $V=L_{N}^{3}$ : $2 / L_{\mathrm{s}}^{3}=N / L_{N}^{\mathrm{s}}$. We find that we get the analog of the one-dimensional result, for which case $E_{0}(2)=E_{g}(\infty) / 2$ for $N=2$. That is, we find $E_{0}(2)=\pi a^{2} \hbar / m v$, which is just one-half of the many-body theory result. We also calculate the two-body correlation function and find good agreement with the many-body one, as calculated by Lee, Huang, and Yang.


## I. INTRODUCTION

In previous papers ${ }^{1,2}$ we have presented a new method for solving the quantum-mechanical problem of finding the ground-state energy and wavefunction of a system of three interacting particles. One of its essential novelties was the decomposition of the wavefunction into three parts, one for each pair of interparticle interactions. Among other applications, ${ }^{3,4}$ one has been to the problem of particles with repulsive $\delta$-function interactions ${ }^{2}$ in one dimension. It is then natural to ask whether or not this work can be extended to more than three bodies, possibly even to the $N$-body problem.
In this paper, we give a partial answer to this question. In particular, we show that for repulsive interparticle interactions in one dimension, the equations can be generalized to the $N$-particle case; moreover, the derivation can be extended to three dimensions. As a test of the equations that we derive, we have applied them for $N=4$ to one-dimensional $\delta$-function interparticle interactions. This serves as a useful check, since we expect the numerical results (whose nature is discussed below) to lie between those that are at hand for $N=3$ and those for very large $N$; in fact, they do. The problem can also be

[^107]solved for $N=2$, so that we now can compare results for $N=2,3,4$ and $N \rightarrow \infty$.
The main result we are interested in is the energy per particle for systems with different $N$, but with the same linear density. The linear density is defined to be $N / L_{N}$, where $L_{N}$ is the length of the "box" over which periodic boundary conditions are applied. We have already made this comparison ${ }^{2}$ between the cases $N=3$ and $N \rightarrow \infty$ and found surprisingly close agreement. In the present paper, we add the results for $N=4$ and for $N=2$; with them the general trend is quite striking; we find, for example, that the energies per particle for $N=4$ and $N \rightarrow \infty$ usually agree (as a function of the strength of interaction) to within ten or fifteen per cent. Some analytic light is thrown on this numerical work by the fact that we can find formulas for the energy per particle as a function of $N$ in the two limits of very weak and very strong interactions. For weak interactions, it turns out that this quantity differs from its value for $N \rightarrow \infty$ by the factor $[1-(1 / N)]$ and for very strong interactions by [ $\left.1-\left(1 / N^{2}\right)\right]$. Presumably, interactions of intermediate strength are bracketed by these limits. Thus, if we seek to approximate the many-body results by the few-body ones, the worst possible case is $N=2$ and weak interactions for which case the answer is off by a factor two; but the accuracy increases markedly as either $N$ or the strength of the interaction increases.
With these results for the one-dimensional problem,
it is natural to ask if there are analogous ones for three-dimensional problems with repulsive potentials, of which the so-called hard-core potential is an example. For such repulsive potentials in three dimensions, the three, four, and many-body problems are, of course, not as tractable as they were for $\delta$ functions in one dimension; but we can solve the two-body problem. For we have shown previously in one dimension that the solution of the problem of two particles with repulsive interparticle interactions and periodic boundary conditions over length $L$ on each coordinate is reducible to the one-body problem of a particle moving in a periodic lattice generated by putting one of the potentials at each point of a one-dimensional lattice of lattice spacing $L$.

A similar result holds in three dimensions, and we can show that the problem of two hard spheres with periodic boundary conditions on each coordinate is the same as that of a point particle (of reduced mass $M / 2$ ) moving in the periodic field generated by putting one hard sphere at each lattice point of a simple cubic lattice with lattice constant $L$. Now this is a problem that can be solved, to the accuracy we seek, by the Wigner-Seitz method; and we do this. We get expressions for the energy per particle of this two-body system and for the two-body correlation function, which is the relative probability for finding the two particles within a given distance of each other.

The only available results for the $N$-body problem, with which we might compare these, are the perturbation ones for small hard spheres ${ }^{5}$; these presumably correspond to the weak-interaction case in one dimension. The comparison is quite interesting. First, for the energy we find essentially the same result here as we did in one dimension: The energy per particle for the two-body problem is just half that for the $N$-body problem. If the one-dimensional case is any guide, this result should improve as the strength of the interaction, i.e., the hard-sphere radius, increases. Secondly, we have compared the two-body correlation function (as derived in Ref. 5) for the $N$-body system and as calculated for the two-body system in the way we have indicated. The agreement between these two functions is surprisingly good. The function as calculated from the two-body problem serves as a quite respectable approximation to that derived from the $N$-body one.

## II. $\boldsymbol{N}$-BODY EQUATIONS IN ONE DIMENSION

We start with the problem of $N$ identical particles of mass $m$, coordinates $x_{1}, x_{2}, \cdots, x_{N}$, and with

[^108]total potential energy $v_{t}$ given by
\[

$$
\begin{equation*}
v_{t}=\sum_{i<j} v_{i j} \tag{1}
\end{equation*}
$$

\]

where $v_{i j}$ is shorthand for $v\left(\left|x_{i}-x_{j}\right|\right)$. The Schrödinger equation for the system is then

$$
\left(-\sum_{n=1}^{N} \frac{\partial^{2}}{\partial x_{n}^{2}}+\sum_{i<j} v_{i j}\right) \Psi=E \Psi
$$

As in our previous work, it is convenient to introduce other sets of coordinates in place of the set $x_{1}, \cdots, x_{N}$. In fact, we shall introduce one such set for each potential $v_{i j}$ and, therefore, $N(N-1) / 2$ sets altogether. For the three-body problem, these sets were the so-called Jacobi coordinates, and these can be defined for the $N$-particle system as well; but it turns out that they are inconvenient in that they tend to camouflage the symmetry of the ground-state $N$-body wavefunction. This defect is not shared by the sets we now describe.

Consider then the following coordinates associated with the potential $v_{i j}$. We first write the original coordinates in their natural order:

$$
x_{1}, x_{2}, x_{3}, \cdots, x_{N}
$$

For a given $i$ and $j$, we then replace $x_{1}$ and $x_{2}$ by their relative and center-of-mass counterparts $x_{i j}$ and $X_{i j}$ :

$$
x_{i j}=x_{i}-x_{j}, \quad X_{i j}=x_{i}+x_{j}
$$

then we replace $x_{i}$ and $x_{j}$ by $x_{1}$ and $x_{2}$, respectively, to give the $i j$ th of the $N(N-1) / 2$ sets

$$
x_{i j}, X_{i j}, x_{3}, \cdots, x_{i-1}, x_{1}, \cdots, x_{j-1}, x_{2}, \cdots, x_{N}
$$

Given these sets, one of the basic ideas of our general method is to write the wavefunction $\Psi$ as a sum of partial wavefunctions or two-body orbitals $\psi_{i j}$,

$$
\begin{equation*}
\Psi=\sum_{i<j} \psi_{i j} \tag{2}
\end{equation*}
$$

wherein we take the $i j$ th orbital to be a function of the set appropriate to it:

$$
\psi_{i j}=\psi_{i j}\left(x_{i j}, X_{i j}, \cdots\right)
$$

The functions $\psi_{i j}$ can be taken to satisfy ${ }^{6}$

$$
\begin{equation*}
-\sum_{n=1}^{N} \frac{\partial^{2} \psi_{i j}}{\partial x_{n}^{2}}+v_{i j} \Psi=E \psi_{i j} \tag{3}
\end{equation*}
$$

since, if we sum this over $i$ and $j$ and use (2), we see this equation is equivalent to the original Schrödinger equation.

Moreover, it is moderately clear (from the fact that $\Psi$ is a symmetrical function of all its variables and from the symmetrical way of defining coordinates) that all the $\psi_{i j}$ are identical functions of their respective variables; e.g., $\psi_{34}$ is the same function of $x_{34}, X_{34} \cdots$

[^109]as $\psi_{29}$ is of $x_{29}, X_{29} \cdots$. This point is discussed in some detail in the references, ${ }^{1,2}$ so we shall simply assume it here. With this, we see that we have only one unknown function to find and the index $i j$ on $\psi_{i j}$ does not label different functions but labels a single function but of different variables.

We turn our attention then to Eq. (3) for the orbital $\psi_{i j}$. Since all the orbitals are of the same form, we can be specific and consider the equation for $\psi_{12}$; and since this turns out to be more convenient for the bookkeeping, we shall assume this done:

$$
\begin{equation*}
\psi_{i j} \rightarrow \psi_{12} \tag{4}
\end{equation*}
$$

We want the wavefunction to be periodic with period $L$ in each of the variables $x_{1}, x_{2}, \cdots, x_{N}$, and this will be insured if each of the orbitals is similarly periodic. We assume such periodicity and so expand $\psi_{12}$ in Fourier series, i.e., with basis functions

$$
\begin{equation*}
\exp \frac{2 \pi i}{L}\left(m_{1} x_{1}+\cdots+m_{N} x_{N}\right) \tag{5}
\end{equation*}
$$

We introduce $x_{12}$ and $X_{12}$, and let $m_{1}-m_{2}=n_{1}$, $m_{1}+m_{2}=n_{2}$, which implies that $n_{1}$ and $n_{2}$ are both even or both odd. We shall frequently express this condition by using the function $\Delta(s, t)$ we have introduced previously:

$$
\Delta(s, t)= \begin{cases}1 ; s, t & \text { both even or both odd }  \tag{6}\\ 0, & \text { otherwise }\end{cases}
$$

With this, the basis function (5) can be written

$$
\begin{aligned}
\exp \left[\frac { 2 \pi i } { 2 L } \left(n_{1} x_{12}+n_{2} X_{12}+2 m_{3} x_{3}\right.\right. & \left.\left.+\cdots+2 m_{N} x_{N}\right)\right] \\
& \times \Delta\left(n_{1}, n_{2}\right) .
\end{aligned}
$$

We have one further requirement. We want $\Psi$ to be a wavefunction for a system whose center of mass is at rest; i.e., we want it to be an eigenfunction of the center-of-mass operator $\hat{P}_{c m}=-i \sum_{i=1}^{N} \partial / \partial x_{i}$ with eigenvalue zero. This will be so if each basis function is a similar eigenfunction. Applying this condition to (5), we find the requirement

$$
n_{2}+M=0
$$

where

$$
M=m_{3}+m_{4}+\cdots+m_{N} .
$$

We can then eliminate $n_{2}$ from (7) to get the final basis function appropriate to periodic boundary conditions and zero momentum of the center of mass:

$$
\left.\left.\begin{array}{r}
\exp \left[\frac { 2 \pi i } { 2 L } \left(n_{1} x_{12}-M X_{12}+2 m_{3} x_{3}\right.\right.
\end{array}+\cdots+2 m_{N} x_{N}\right)\right]
$$

If then we sum ${ }^{7}$ over all such functions with coefficients

[^110]$C\left(n_{1}, m_{3}, m_{4}, \cdots, m_{N}\right)$, we can conclude that the general expression for the orbital $\psi_{12}$ that yields a periodic wavefunction with center of mass at rest is
\[

$$
\begin{align*}
\psi_{12}= & \sum_{n_{1}, m_{3}, \cdots, m_{N}} C\left(n_{1}, m_{3}, m_{4}, \cdots, m_{N}\right) \\
& \times \exp \left[\frac { 2 \pi i } { 2 L } \left(n_{1} x_{12}-M X_{12}\right.\right. \\
& \left.\left.+2 m_{3} x_{3}+\cdots+2 m_{N} x_{N}\right)\right] \Delta\left(n_{1}, M\right) . \tag{9}
\end{align*}
$$
\]

Since the $\psi_{i j}$ orbital is the same function of $x_{i j}$, $X_{i j}, \cdots$ that $\psi_{12}$ is of $x_{12}, X_{12}, \cdots$, we can write

$$
\begin{align*}
\psi_{i j} & =\sum_{n_{1}, m_{3}, \cdots, m_{N^{\prime}}} C\left(n_{1}, m_{3}, m_{4}, \cdots, m_{N}\right) \\
& \times \exp \frac{2 \pi i}{2 L}\left(n_{1} x_{i j}-M X_{i j}+2 m_{3} x_{3}\right. \\
& \left.+\cdots+2 m_{i} x_{1}+\cdots+2 m_{j} x_{2}+\cdots+2 m_{N} x_{N}\right) \\
& \times \Delta\left(n_{1}, M\right) \tag{10}
\end{align*}
$$

There is one more point to make before we begin to reduce Eq. (3). As we have discussed previously, we must expand the potential $v_{12}$ in Fourier series, that is, replace it by its periodic counterpart. We write then

$$
\begin{equation*}
v\left(x_{12}\right)=\sum_{l} U(l) \exp \left(\frac{i 2 \pi x_{12} l}{L}\right) . \tag{11}
\end{equation*}
$$

If then we put Eqs. (10) and (11) into Eq. (3), we get (on putting primes on the summation variables for convenience and remembering that $i j \rightarrow 12$ ) the following:

$$
\begin{align*}
& \quad \sum_{n_{1}^{\prime}, m_{3} \cdots m_{N}}\left[E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{\prime 2}+M^{\prime 2}}{2}+m_{3}^{\prime 2}+\cdots+m_{N}^{\prime 2}\right)\right] \\
& \quad \times C\left(n_{1}^{\prime}, m_{3}^{\prime}, m_{4}^{\prime} \cdots m_{N}^{\prime}\right) \Delta\left(n_{1}^{\prime}, M^{\prime}\right) \\
& \quad \times \exp \left[\frac { 2 \pi i } { 2 L } \left(n_{1}^{\prime} x_{12}-M^{\prime} X_{12}\right.\right. \\
& \left.\left.\quad+2 m_{3}^{\prime} x_{3}+\cdots+2 m_{N}^{\prime} x_{N}\right)\right] \\
& =\sum_{l, n_{1}^{\prime}, m_{3^{\prime}}^{\prime} \cdots, m_{N_{N}^{\prime}}} U(l) \exp \left(\frac{i 2 \pi x_{12} l}{L}\right) C\left(n_{1}^{\prime}, m_{3}^{\prime} \cdots m_{N}^{\prime}\right) \\
& \quad \times \sum_{i<j=1}^{N} \exp \left[\frac { 2 \pi i } { 2 L } \left(n_{1}^{\prime} x_{i j}-M^{\prime} X_{i j}+2 m_{3}^{\prime} x_{3}\right.\right. \\
& \left.\left.\quad+\cdots+2 m_{i}^{\prime} x_{1}+\cdots+2 m_{j}^{\prime} x_{2}+\cdots+2 m_{N}^{\prime} x_{N}\right)\right] \\
& \quad \times \Delta\left(n_{1}^{\prime}, M^{\prime}\right) . \tag{12}
\end{align*}
$$

Now we multiply this by
$\exp \left[-\frac{2 \pi i}{2 L}\left(n_{1} x_{12}-M X_{12}+2 m_{3} x_{3}+\cdots+2 m_{N} x_{N}\right)\right]$
and integrate over all variables from zero to $2 L$. The left-hand side of Eq. (12) then becomes simply

$$
\begin{aligned}
& {\left[E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{2}+M^{2}}{2}+m_{3}^{2}+\cdots+m_{N}^{2}\right)\right]} \\
& \times C\left(n_{1}, m_{3}, \cdots, m_{N}\right) \Delta\left(n_{1}, M\right) .
\end{aligned}
$$

On the right-hand side, we must do the typical integral:

$$
\begin{align*}
& \int \cdots \int \exp \left[\frac { 2 \pi i } { 2 L } \left\{\left(2 l-n_{1}\right) x_{12}+M X_{12}-2 m_{3} x_{3}\right.\right. \\
& \quad+\cdots-2 M_{N} x_{N}+n_{1}^{\prime} x_{i j}-M^{\prime} X_{i j}+2 m_{3}^{\prime} x_{3} \\
& \left.\left.\quad+\cdots+2 m_{i}^{\prime} x_{1}+\cdots+2 m_{j}^{\prime} x_{2}+\cdots+2 m_{N}^{\prime} x_{N}\right\}\right] \\
& \quad \times d x_{12} d x_{3} \cdots d x_{N} . \tag{13}
\end{align*}
$$

Although there are $N(N-1) / 2$ such integrals, they break up into four different types depending on whether $x_{i j}$ has both indices in common with $x_{12}$, one index in common, or none. That is, there are integrals of the following types:
I. one integral for which $x_{i j}=x_{12}$;
II. $N-2$ integrals for which $x_{i j}=x_{1 j}$;
III. $N-2$ integrals for which $x_{i j}=x_{i 2}$;
IV. $\frac{N^{2}-5 N}{2}+3$ integrals for which neither $i=1$, nor $j=2$.
The integral for which $x_{i j}=x_{12}$ is trivial and leads to the following term on the right-hand side of (12):

$$
\sum_{n_{1}^{\prime}} U\left(\frac{n_{1}-n_{1}^{\prime}}{2}\right) C\left(n_{1}^{\prime}, m_{3}, m_{4}, \cdots, m_{N}\right) \Delta\left(n_{1}^{\prime}, M\right)
$$

Now consider a typical integral of type II. For convenience, we take the case $j=3$; this is no real loss of generality, and it has the advantage of permitting more compactness in the writing. To do the integral, we must transform the expression in $x_{13}, X_{13}$ variables in curly brackets, that is, in the exponent of the integrand of (13) to $x_{12}, X_{12} \cdots$ variables. On so doing, it becomes

$$
\begin{aligned}
& n_{1}^{\prime}\left(\frac{X_{12}+x_{12}}{2}-x_{3}\right)-M^{\prime}\left(\frac{X_{12}-x_{12}}{2}+x_{3}\right) \\
& \quad+2 m_{3}^{\prime}\left(\frac{X_{12}-x_{12}}{2}\right)+2 m_{4}^{\prime} x_{4}+\cdots 2 m_{N}^{\prime} x_{N}
\end{aligned}
$$

and the integral we have to do becomes the ( $N$-fold)one:

$$
\begin{align*}
\int \cdots & \int \exp \left[\frac { 2 \pi i } { 2 L } \left\{x_{12}\left(2 l-n_{1}+\frac{n_{1}^{\prime}+M^{\prime}}{2}-m_{3}^{\prime}\right)\right.\right. \\
& +X_{12}\left(M+\frac{n_{1}^{\prime}-M^{\prime}}{2}+m_{3}^{\prime}\right) \\
& +x_{3}\left(-2 m_{3}-n_{1}^{\prime}-M^{\prime}\right)+x_{4}\left(m_{4}-m_{4}^{\prime}\right) \\
& \left.\left.+\cdots+x_{N}\left(m_{N}-m_{N}^{\prime}\right)\right\}\right] d x_{12} d X_{12} d x_{3} \cdots d x_{N} \tag{14}
\end{align*}
$$

Each of the $N$ integrations yields a $\delta$ function and we end up with a set of $N$ simultaneous equations:

$$
\begin{gather*}
2 l-n_{1}+\frac{n_{1}^{\prime}+M^{\prime}}{2}-m_{3}^{\prime}=0,  \tag{15a}\\
M+\frac{n_{1}^{\prime}-M^{\prime}}{2}+m_{3}^{\prime}=0,  \tag{15b}\\
2 m_{3}+n_{1}^{\prime}+M^{\prime}=0,  \tag{15c}\\
m_{4}=m_{4}^{\prime}  \tag{15d}\\
\cdot  \tag{15~N}\\
\cdot \\
m_{N}=m_{N}^{\prime} .
\end{gather*}
$$

These equations can all be satisfied in the following way. Eqs. ( 15 d ) through ( 15 N ) imply that

$$
M^{\prime}=M-m_{3}+m_{3}^{\prime}
$$

With this Eq. (15c) becomes

$$
-m_{3}^{\prime}=m_{3}+n_{1}^{\prime}+M,
$$

which enables us to eliminate a summation over $m_{3}^{\prime}$ in Eq. (12) in terms of one over $n_{1}^{\prime}$. With the above results for $m_{3}^{\prime}$ and $M^{\prime}$, Eq. (15b) turns out to be the same as (15c), i.e., it is satisfied identically. Finally, Eq. (15a) becomes

$$
l=\left(n_{1}+n_{1}^{\prime}+M\right) / 2,
$$

which enables us to eliminate $l$ from the summation on the right-hand side of Eq. (12). Thus, the multiple sum there becomes simply a sum over $n_{1}^{\prime}$ and finally we see that, corresponding to the integral (14), there is a term on the right-hand side of Eq. (12) with the form

$$
\begin{aligned}
& \sum_{n_{1}^{\prime}} U\left(\frac{n_{1}+n_{1}^{\prime}+M}{2}\right) \\
& \quad \times C\left(n_{1}^{\prime},-m_{3}-n_{1}^{\prime}-M, m_{4}, m_{5} \cdots m_{N}\right)
\end{aligned}
$$

Of course, we get a similar term for other values of $j$ than $j=3$, and, mutatis mutandis, similar results for integrals of type III. In fact, all the integrals of type

II and III yield terms for the right-hand side of Eq. (12) of the form

$$
\begin{gather*}
\sum_{s=3}^{N} \sum_{n_{1}^{\prime}}\left[U\left(\frac{n_{1}+n_{1}^{\prime}+M}{2}\right)+U\left(\frac{n_{1}-n_{1}^{\prime}-M}{2}\right)\right] \\
\times C\left(n_{1}^{\prime}, m_{3}, m_{4} \cdots m_{s-1}\right. \\
\left.-M-m_{s}-n_{1}^{\prime}, m_{s+1} \cdots m_{N}\right) \tag{16}
\end{gather*}
$$

Now we consider integrals of type IV. Again for ease of writing we take a typical one, say that for $i=3$, $j=4$. On working it out, we find it leads to a set of equations analogous to (15), and by adding and subtracting a pair of them they reduce to

$$
\begin{gather*}
2 l-n_{1}+m_{3}^{\prime}-m_{4}^{\prime}=0,  \tag{17a}\\
M+m_{3}^{\prime}+m_{4}^{\prime}=0,  \tag{17b}\\
M^{\prime}+m_{3}+m_{4}=0,  \tag{17c}\\
n_{1}^{\prime}-m_{3}+m_{4}=0,  \tag{17~d}\\
m_{5}^{\prime}=m_{5},  \tag{17e}\\
\cdot  \tag{17N}\\
\cdot \\
m_{N}^{\prime}=m_{N} .
\end{gather*}
$$

These are not all independent, since it is easy to see that if (17e) through ( 17 N ) are satisfied and (17b) is
satisfied, then (17c) will be satisfied as well. Eq. (17d) enables us to eliminate $n_{1}^{\prime}$ from the summation, and so we are left with Eqs. (17a) and (17b) in the three unknowns $l, m_{3}^{\prime}$, and $m_{4}^{\prime}$. We can choose to eliminate two of these in terms of the third. If we eliminate $l$ and $m_{3}^{\prime}$ in favor of $m_{4}^{\prime}$, we get

$$
\begin{aligned}
m_{3}^{\prime} & =-M-m_{4}^{\prime}, \\
l & =m_{4}^{\prime}+\left[\left(n_{1}+M\right) / 2\right] .
\end{aligned}
$$

This leads to a term in the right-hand side of Eq. (12) of the form

$$
\begin{aligned}
& \sum_{m_{4^{\prime}}} U\left(m_{t}^{\prime}+\frac{n_{1}+M}{2}\right) \\
& \quad \times C\left(m_{3}-m_{4},-m_{4}^{\prime}-M, m_{4}^{\prime}, m_{5}, m_{6} \cdots m_{N}\right)
\end{aligned}
$$

In a similar way, we can calculate the other integrals of type IV, and find that they contribute the following to the right-hand side of Eq. (12):

$$
\begin{aligned}
& \sum_{t<s=3}^{N} \sum_{m_{t^{\prime}}} U\left(m_{t}^{\prime}+\frac{n_{1}+M}{2}\right) \\
& \times C\left(m_{s}-m_{t}, m_{4}, m_{\bar{s}} \cdots m_{s-1},-m_{t}^{\prime}-M\right. \\
& \left.\quad m_{s+1} \cdots m_{t-1}, m_{t}^{\prime}, m_{t+1} \cdots m_{N}\right)
\end{aligned}
$$

Thus finally, our basic set of equations, written out in full for the function $C\left(n_{1}, m_{3}, m_{4} \cdots m_{N}\right)$, is

$$
\begin{align*}
& {\left[E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{2}+M^{2}}{2}+m_{3}^{2}+\cdots m_{N}^{2}\right)\right] C\left(n_{1}, m_{3}, \cdots, m_{N}\right) \Delta\left(n_{1}, M\right)} \\
& \quad=\sum_{n_{1}^{\prime}} U\left(\frac{n_{1}-n_{1}^{\prime}}{2}\right) C\left(n_{1}^{\prime}, m_{3}, m_{4}, \cdots, m_{N}\right) \Delta\left(n_{1}^{\prime}, M\right) \\
& \quad+\sum_{s=3}^{N} \sum_{n_{1}^{\prime}}\left(U\left(\frac{n_{1}+n_{1}^{\prime}+M}{2}\right)+U\left(\frac{n_{1}-n_{1}^{\prime}-M}{2}\right)\right) C\left(n_{1}^{\prime}, m_{3}, m_{4} \cdots m_{s-1},-M-m_{s}-n_{1}^{\prime}, m_{s+1} \cdots m_{N}\right) \\
& \quad+\sum_{t<s=3}^{N} \sum_{m_{t}^{\prime}} U\left(m_{t}^{\prime}+\frac{n_{1}+M}{2}\right) C\left(m_{s}-m_{t}, m_{4}, m_{5} \cdots m_{s-1},-m_{t}^{\prime}-M, m_{s+1} \cdots m_{t-1}, m_{t}^{\prime}, m_{t+1} \cdots m_{N}\right) \tag{18}
\end{align*}
$$

## III. ONE-DIMENSIONAL FOUR-BODY PROBLEM WITH $\delta$-FUNCTION INTERACTIONS; FEW-BODY APPROXIMATIONS TO THE MANY-BODY PROBLEM

In this section, we test and apply Eqs. (18) by first writing them for $N=4$, and then further specializing these equations to the case of $\delta$-function interparticle interactions. We then solve the resulting equations numerically to find the ground-state energy of the four-body system as a function of $\delta$-function strength. With this, with previous results for $N=3$ and 2 , and with those of Lieb and Liniger ${ }^{8}$ for $N \rightarrow \infty$, we can compare the ground-state energy per particle as a function of $N$, extending a previous comparison of this kind.

[^111]We begin then by writing out Eqs. (18) for $N=4$. With $M=m_{3}+m_{4}$, they become

$$
\begin{align*}
& {\left[E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{2}+M^{2}}{2}+m_{3}^{2}+m_{4}^{2}\right)\right] C\left(n_{1}, m_{3}, m_{4}\right) \Delta\left(n_{1}, M\right)} \\
& =\sum_{n_{1}^{\prime}} U\left(\frac{n_{1}-n_{1}^{\prime}}{2}\right) C\left(n_{1}^{\prime}, m_{3}, m_{4}\right) \Delta\left(n_{1}^{\prime}, M\right) \\
& +\sum_{n_{1}^{\prime}}\left(U\left(\frac{n_{1}^{\prime}-n_{1}+3 m_{3}+m_{4}}{2}\right)+U\left(\frac{n_{1}^{\prime}+n_{1}+m_{4}+3 m_{3}}{2}\right)\right) C\left(n_{1}^{\prime},-n_{1}^{\prime}-2 m_{3}-m_{4}, m_{4}\right) \\
& +\sum_{n_{1}^{\prime}}\left(U\left(\frac{n_{1}^{\prime}-n_{1}+m_{3}+3 m_{4}}{2}\right)+U\left(\frac{n_{1}^{\prime}+n_{1}+m_{3}+3 m_{4}}{2}\right)\right) C\left(n_{1}^{\prime},-n_{1}^{\prime}-m_{3}-2 m_{4}, m_{3}\right) \\
& +\sum_{m_{i}^{\prime}} U\left(m_{t}^{\prime}+\frac{n_{1}+M}{2}\right) C\left(m_{3}-m_{4},-m_{3}-m_{4}-m_{t}^{\prime},-m_{t}^{\prime}\right) . \tag{19}
\end{align*}
$$

For the special case of $\delta$-function interactions, i.e., those for which

$$
v_{i j}=t \delta\left(x_{i j}\right),
$$

the Fourier coefficients $U(n)$ are constant:

$$
U(n)=\frac{t}{L} .
$$

Then Eq. (19) simplifies to

$$
\begin{align*}
& {\left[E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{2}+M^{2}}{2}+m_{3}^{2}+m_{4}^{2}\right)\right] C\left(n_{1}, m_{3}, m_{4}\right) \Delta\left(n_{1}, m_{3}+m_{4}\right)} \\
& =\frac{t}{L} \sum_{n_{1}^{\prime}} C\left(n_{1}^{\prime}, m_{3}, m_{4}\right)+\frac{2 t}{L} \sum_{n_{1}^{\prime}}\left(C\left(n_{1}^{\prime},-n_{1}^{\prime}-2 m_{3}-m_{4}, m_{4}\right)+C\left(n_{1}^{\prime},-n_{1}^{\prime}-m_{3}-2 m_{4}, m_{3}\right)\right) \\
&  \tag{20}\\
& \quad+\frac{t}{L} \sum_{n} C\left(m_{3}-m_{4}, n,-n-m_{3}-m_{4}\right) .
\end{align*}
$$

We see that for this case we can reduce the problem to one for a function $F\left(m_{3}, m_{4}\right)$ of two variables by the ansatz

$$
\begin{equation*}
C\left(n_{1}, m_{3}, m_{4}\right)=F\left(m_{3}, m_{4}\right) /\left\{E-\left(\frac{2 \pi}{L}\right)^{2}\left(\frac{n_{1}^{2}+M^{2}}{2}+m_{3}^{2}+m_{4}^{2}\right)\right\} . \tag{21}
\end{equation*}
$$

Putting (21) into (20) leads to the equation for $F\left(m_{3}, m_{4}\right)$ :

$$
\begin{align*}
& F\left(m_{3}, m_{4}\right) \Delta\left(n_{1}, m_{3}+m_{4}\right) \\
& =\frac{t}{L} F\left(m_{3}, m_{4}\right) \sum_{n_{1}^{\prime}} \Delta\left(n_{1}^{\prime}, m_{3}+m_{4}\right) /\left\{E-\left(\frac{2 \pi}{L}\right)^{2}\left[\frac{n_{1}^{\prime 2}}{2}+\frac{1}{2}\left(m_{3}+m_{4}\right)^{2}+m_{3}^{2}+m_{4}^{2}\right]\right\} \\
& \quad+\frac{2 t}{L} \sum_{n_{1}^{\prime}} F\left(-n_{1}^{\prime}-2 m_{3}-2 m_{4}, m_{4}\right) /\left\{E-\left(\frac{2 \pi}{L}\right)^{2}\left[\frac{n_{1}^{\prime 2}}{2}+\frac{1}{2}\left(n_{1}^{\prime}+2 m_{3}\right)^{2}+\left(n_{1}^{\prime}+2 m_{3}+m_{4}\right)^{2}+m_{4}^{2}\right]\right\} \\
& \quad+\frac{2 t}{L} \sum_{n_{1}^{\prime}} F\left(-n_{1}^{\prime}-m_{3}-2 m_{4}, m_{3}\right) /\left\{E-\left(\frac{2 \pi}{L}\right)^{2}\left[\frac{n_{1}^{\prime 2}}{2}+\frac{1}{2}\left(n_{1}^{\prime}+2 m_{4}\right)^{2}+\left(n_{1}^{\prime}+m_{3}+2 m_{4}\right)^{2}+m_{3}^{2}\right]\right\} \\
& \quad+\frac{2 t}{L} \sum_{n} F\left(n,-n-m_{3}-m_{4}\right) /\left\{E-\left(\frac{2 \pi}{L}\right)^{2}\left[\frac{\left(m_{3}+m_{4}\right)^{2}}{2}+\frac{1}{2}\left(m_{3}+m_{4}\right)^{2}+n^{2}+\left(n+m_{3}+m_{4}\right)^{2}\right]\right\} . \tag{22}
\end{align*}
$$

Now it is convenient to change some of the names of the summation variables. In the first sum on the right-hand side, we replace $n_{1}^{\prime}$ by $n$; in the other sums on that side, we replace $n_{1}^{\prime}+2 m_{3}+m_{4}$ by $n$. After some algebra, and with the definition

$$
E=2\left(\frac{\pi}{L}\right)^{2} E^{\prime}
$$

we then get the equation

$$
\begin{align*}
& 2 \pi^{2} F\left(m_{3}, m_{4}\right)=t L F\left(m_{3}, m_{4}\right) \sum_{n} \Delta\left(n, m_{3}+m_{4}\right) /\left\{E^{\prime}-\left[n^{2}+\left(m_{3}+m_{4}\right)^{2}+2 m_{3}^{2}+2 m_{4}^{2}\right]\right\} \\
& +t L \sum_{n}\left[2 F\left(n, m_{4}\right)+2 F\left(n, m_{3}\right)+F\left(n,-n-m_{3}-m_{4}\right)\right] /\left\{E^{\prime}-4\left[m_{3}^{2}+m_{4}^{2}+n^{2}+m_{3} m_{4}+m_{3} n+m_{4} n\right]\right\} \tag{23}
\end{align*}
$$

This is as far as we can go algebraically, and at this point we have solved Eq. (23) numerically on a digital computer. This equation really represents an infinite set of homogeneous ones which has a solution only if its determinant vanishes; the ground-state energy is found by searching for the smallest root of $E$ for a given $t$. To solve Eqs. (23) in practice we have, of course, been forced to truncate them; in so doing, we have kept in mind the symmetry relationships of the coefficients $F(m, n)$ which follow directly from Eqs. (23). These are

$$
\begin{aligned}
F(m, n) & =F(n, m) \\
F(-n,-m) & =F(n, m)
\end{aligned}
$$

To test the effect of truncation, we have solved the equations in different orders of truncation and have kept as few as four and as many as forty-nine of the coefficients. In Table I, we give some of the values thus found for the ground-state energy as a function of $t$. The numerical results we have obtained are accurate to more figures than we have thought necessary to put down here. As we shall shortly see, in the limit of infinite $\delta$-function strength the quantity $E_{g} L^{2} / 2 \pi^{2}$ approaches the value 10 , so that the larger values listed for this quantity can be considered to be for rather strong interactions. In Table II, we present an example of the numerical results for the coefficients $F\left(m_{3}, m_{4}\right)$.
With these results, we can now extend a comparison we have made previously for the three-body problem.

| Table I. Ground-state <br> energy $E_{g}$ vs $\delta$-function <br> strength $t$ for the four- <br> body problem in one <br> dimension. |  |  |
| :---: | :---: | :---: |
| $\frac{E_{0} L^{2}}{2 \pi^{2}}$ |  | $t L$ |
| 1.00 | 3.768 |  |
| 3.30 | 17.20 |  |
| 5.00 | 34.81 |  |
| 7.20 | 87.29 |  |
| 8.40 | 174.5 |  |

We take systems of different number of particles $N$ but of the same linear density $\rho$ and compare the energy per particle as a function of delta-function strength. We do this for $N=2,3,4$, and $N \rightarrow \infty$. The case $N \rightarrow \infty$ is got from the work of Lieb and Liniger, ${ }^{8}$ that for $N=4$ from the present paper, and that for $N=3$ and $N=2$ from a previous one. For convenience, we plot $E_{g} / N \rho^{2}$ vs $t \rho / 2$, which essentially compares energy per particle vs $\delta$-function strength, since $\rho$ is constant for the different systems. The results are given in Fig. 1.
In addition to these numerical results, it is worth looking analytically at two extremes of $\delta$-function strength. First, for small $t$, we can get a perturbation result as follows. The ground-state wavefunction for periodic boundary conditions over length $L_{N}$ is, for a single particle, just the constant function $1 /\left(L_{N}\right)^{\frac{1}{2}}$, and for $N$ particles is the product of $N$ such functions.

Table II. The function $F\left(m_{3}, m_{4}\right)$ found by solving Eq. (23), for the case $E_{g} L^{2} / 2 \pi^{2}=5.00$. The number in parentheses in some boxes is the power of ten by which the quantity that stands to the left of it is to be multiplied.

|  | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 |  |  |  |  |  | 9.21 (-3) |
| 4 |  |  |  |  | 0.01456 | 5.63 (-3) |
| 3 |  |  |  | 0.02650 | 9.34 (-3) | 4.32 (-5) |
| 2 |  |  | 0.06566 | 0.01902 | 5.27 (-6) | 2.88 (-4) |
| 1 |  | 0.09249 | 0.08838 | 0.01024 | 5.63 (-3) | 3.54 (-3) |
| 0 | 1.000 | 0.2655 | 0.06456 | 0.02230 | 0.01193 | 7.45 (-3) |
| -1 |  | 0.1169 | 0.01549 | 7.04 (-3) | 4.14 ( -3) | 2.69 (-3) |
| -2 |  |  | 8.85 (-4) | 4.46 (-4) | 1.27 (-4) | 2.02 (-4) |
| -3 |  |  |  | 8.60 (-5) | 8.97 (-5) | 1.25 (-4) |
| -4 |  |  |  |  | 4.89 (-5) | 8.94 (-5) |
| -5 |  |  |  |  |  | 1.19 (-4) |



Fig. 1. Ground-state energy per particle $E_{g} / N$ for systems of repulsive delta functions of strength $t$, with $N=2,3,4$ and $N \gg 1$ particles. The linear density $\rho$ is the same for all systems.

The first-order perturbation result for the interacting system is then

$$
E_{g}=\frac{N(N-1)}{2} \int \psi^{2} t \delta(x) d x=\frac{N(N-1) t}{2 L_{N}} .
$$

For an $N$-body system with density $\rho=N / L_{N}$ the energy per particle $E_{g} / N$ is therefore

$$
\begin{equation*}
\frac{E_{g}}{N}=\left(1-\frac{1}{N}\right) \frac{t \rho}{2} . \tag{24}
\end{equation*}
$$

Thus, the energy per particle of the system with $N=2$ is one-half that of the system of the same density for which $N \rightarrow \infty$, and for $N=3$, $\frac{2}{3}$ of it, etc. Now, we consider the opposite limit, for infinite $\delta$-function strength. Here the problem has been solved by Girardeau, ${ }^{9}$ who gives the following formula ${ }^{10}$ :

$$
E_{\nu}=\frac{1}{6}\left(N-\frac{1}{N}\right) \frac{\pi^{2} \hbar^{2} N^{2}}{m L_{N}^{2}} .
$$

For a given density $\rho$ we find for the energy per particle, in our units,

$$
\begin{equation*}
\frac{E_{g}}{N}=\frac{\pi^{2} \rho^{2}}{3 m}\left(1-\frac{1}{N^{2}}\right) . \tag{25}
\end{equation*}
$$

For $N=2$, this energy is $\frac{3}{4}$ of that for the infinite system, for $N=3$ it is $\frac{8}{9}$, etc. In summary then, if we approximate the energy per particle of a many-body system by that for a few-body one, the error is at worst a factor of two (two-body system and weak potentials) and the error rapidly diminishes as the potential strength and/or the number of bodies are increased.

[^112]
## IV. HARD SPHERES IN THREE DIMENSIONS AND A TWO-BODY APPROXIMATION TO THE $N$-BODY PROBLEM

The one-dimensional problems discussed above are not, of course, of direct physical interest. For treating a physical system, as for example the ground state of liquid helium, we must discuss three-dimensional problems. In the last analysis, we want to be able to treat the problem of $N$ particles "in a box" of volume $V=L_{N}^{3}$, with a potential which acts between each pair of particles, and with the understanding that "in a box" means that the wavefunction is periodic over length $L_{N}$ in each of its $3 N$ coordinates. We can't, of course, solve this problem directly, but, motivated by the close approximation set out above between the $N$-body and few-body problems in one dimension, we can take a similar tack in three dimensions. We shall then begin by considering two particles which, in the above sense, are in a box of length $L_{2}$ and for which the density is the same as for the $N$-body problem, i.e., for which

$$
\frac{2}{L_{2}^{3}}=\frac{N}{L_{N}^{3}}=\rho .
$$

If the coordinates of the particles are $x_{1}, y_{1}, z_{1}$ and $x_{2}, y_{2}, z_{2}$, and the wavefunction is $\psi\left(x_{1}, y_{1}, z_{1}, x_{2}\right.$, $\left.y_{2}, z_{2}\right)$ or, as we shall write more succinctly, $\psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$, this condition of periodicity means, for example,

$$
\begin{align*}
\psi\left(x_{1}+L_{2}, y_{1}, z_{1},\right. & \left.x_{2}, y_{2}, z_{2}\right) \\
& =\psi\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right) \tag{26}
\end{align*}
$$

with a similar condition on the other five coordinates. The Schrödinger equation that must be solved, subject to (26), is

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m}\left(\nabla_{\mathbf{1}}^{2}+\nabla_{2}^{2}\right)+v\left(r_{12}\right)\right] \psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=E \psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \tag{27}
\end{equation*}
$$

where $v\left(r_{12}\right)$ is the central potential, possibly with hard core, that acts between the particles.

Now we recall that in one dimension it was usefulin fact almost essential-to consider the two-body potential not as it was given, but rather as extended in a periodic way. This extension of the potential to the periodic counterpart $v_{p}$ did not change its definition in the basic domain but simply added replicas to it outside that domain. The advantage of the periodic potential was that with it one could use Fourier series in solving the Schrödinger equation; there is the same advantage in three dimensions.
For the wavefunctions, we want each particle coordinate to satisfy periodic boundary conditions over a length $L_{2}$ in each of the three mutually perpendicular coordinate directions. Thus, we want to
introduce a periodic potential $v_{p}(\mathbf{r})$ which has the same periodicity properties, which are essentially the properties of a simple cubic lattice. We do this in the following way: We consider a simple cubic lattice with lattice basis vectors $\mathbf{b}_{\mathbf{1}}, \mathbf{b}_{2}, \mathbf{b}_{\mathbf{3}}$ that are just unit vectors along the coordinate axes

$$
\mathbf{b}_{1}=\frac{\mathbf{i}}{L_{2}}, \quad \mathbf{b}_{2}=\frac{\mathbf{j}}{L_{2}}, \quad \mathbf{b}_{3}=\frac{\mathbf{k}}{L_{2}}
$$

A general reciprocal lattice vector $K_{j}$ is then defined by

$$
\mathbf{K}_{j}=2 \pi\left(j_{1} \mathbf{b}_{\mathbf{1}}+j_{2} \mathbf{b}_{2}+j_{3} \mathbf{b}_{3}\right),
$$

where $j_{1}, j_{2}, j_{3}$ are integers. If the potential $v(r)$ has Fourier transform $w(\mathbf{k})$,

$$
v(\mathbf{r})=\int w(\mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{r}} d \mathbf{k},
$$

then the periodic potential $v_{p}(\mathbf{r})$ that we introduce in its place is

$$
v_{p}(\mathbf{r})=\sum_{\mathbf{K}_{j}} w\left(\mathbf{K}_{j}\right) \exp \left(i \mathbf{K}_{j} \cdot \mathbf{r}\right)
$$

With this, we consider the construction of the wavefunction of the system. Since this is periodic in $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$, we can consider it as built up by summing over basis functions of the form

$$
\exp \left[i\left(\mathbf{K}_{j} \cdot \mathbf{r}_{1}+\mathbf{K}_{s} \cdot \mathbf{r}_{2}\right)\right]
$$

with appropriate coefficients. Then, if in this basis function we introduce the relative and center-of-mass coordinates $\mathbf{r}=\mathbf{r}_{1}-\mathbf{r}_{2}$ and $\mathbf{R}=\mathrm{r}_{1}+\mathrm{r}_{2}$ and proceed much as in the one-dimensional case, it is straightforward to show that a candidate for the wavefunction $\psi(\mathbf{r}, \mathbf{R})$, in that it is periodic in $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$, is

$$
\begin{array}{rl}
\psi(\mathbf{r}, \mathbf{R})=\sum_{\mathbf{K}_{m}} \sum_{\mathbf{K}_{n}} & C\left(\mathbf{K}_{m}, \mathbf{K}_{n}\right) \exp i\left(\frac{\mathbf{K}_{m} \cdot \mathbf{r}}{2}+\frac{\mathbf{K}_{n} \cdot \mathbf{R}}{2}\right) \\
& \times \Delta\left(m_{1}, n_{1}\right) \Delta\left(m_{2}, n_{2}\right) \Delta\left(m_{3}, n_{3}\right), \tag{28}
\end{array}
$$

where $C\left(K_{m}, K_{n}\right)$ is some arbitrary function. If we put (28) into the Schrödinger equation with $\Delta(\mathbf{m}, \mathbf{n})=$ $\Delta\left(m_{1}, n_{1}\right) \Delta\left(m_{2}, n_{2}\right) \Delta\left(m_{3}, n_{3}\right)$, we get

$$
\begin{align*}
& {\left[E-\frac{1}{2}\left(\mathbf{K}_{m}^{2}+\mathbf{K}_{n}^{2}\right) C\left(\mathbf{K}_{m}, \mathbf{K}_{n}\right)\right] \Delta(\mathbf{m}, \mathbf{n})} \\
& \quad=\sum_{\mathbf{K}_{m}} w\left(\frac{\mathbf{K}_{m}-\mathbf{K}_{m}^{\prime}}{2}\right) C\left(\mathbf{K}_{m}^{\prime}, \mathbf{K}_{n}\right) \Delta\left(\mathbf{m}^{\prime}, \mathbf{n}\right) . \tag{29}
\end{align*}
$$

As in one dimension, we shall assume that the groundstate solution corresponds to zero momentum of the center of mass. In this case, $C\left(\mathbf{K}_{m}, \mathbf{K}_{n}\right)$ takes the form of an arbitrary function of $\mathbf{K}_{m}$ times a delta function in $K_{n}$ :

$$
\begin{equation*}
C\left(\mathbf{K}_{m}, \mathbf{K}_{n}\right)=D\left(\mathbf{K}_{m}\right) \delta\left(\mathbf{K}_{n}\right) . \tag{30}
\end{equation*}
$$

If now we put (30) into (29) and transform back to
position space, we conclude that to solve (29) with center of mass at rest is equivalent to solving the Schrödinger equation

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{m} \nabla^{2}+v_{p}(\mathbf{r})\right) \psi_{0}(\mathbf{r})=E \psi_{0}(\mathbf{r}) \tag{31}
\end{equation*}
$$

where $\psi_{0}(\mathbf{r})$ is the Fourier transform of $D\left(\mathbf{K}_{m}\right)$.
Although we have sketched the formal derivation of (31), it is clear on other grounds that (31) is the equation we want. For if we start with Eq. (27) for $\psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ and introduce the coordinates $\mathbf{r}$ and $\mathbf{R}$ and the periodic potential $v_{p}(\mathbf{r})$, the wavefunction which nominally becomes a function of both $\mathbf{r}$ and $\mathbf{R}$ is in fact, for the center-of-mass at rest, a function of $\mathbf{r}$ only. We have then called this function $\psi_{0}(\mathbf{r})$ in (31). Thus, Eq. (31) is just Eq. (27) transformed and relabeled. The point that needs discussion now is to show how, using Eq. (31), we can satisfy the periodicity conditions on $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$. To do this we begin by observing that Eq. (31) is like the equation of a single particle of reduced mass $m / 2$ moving in a periodic potential. We know from the theory of this equation in solid-state physics that it has solutions of Bloch form, i.e., in which a phase factor $e^{i \lambda \cdot r}$ multiplies a function which is periodic in $r$ with the periodicity of the lattice. The ground-state solution usually corresponds to $\lambda=0$, and we shall assume this here. This being the case, the ground-state solution of Eq. (31) is a periodic function of $r$. That is, if $\rho_{s}$ is a lattice vector, then

$$
\psi_{0}\left(\mathbf{r}+\rho_{s}\right)=\psi_{0}(\mathbf{r})
$$

But, since $r=r_{1}-r_{2}$, this means

$$
\psi_{0}\left(\left(\mathbf{r}_{1}+\rho_{s}\right)-r_{2}\right)=\psi_{0}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)
$$

which shows that $\psi_{0}$ is separately periodic in $\mathbf{r}_{1}$ (and, of course, equally in $\mathbf{r}_{2}$ ) and therefore satisfies the periodicity conditions we have imposed.

Let us then consider the solution of Eq. (31); it will suffice to use the Wigner-Seitz method. According to this method, we introduce a sphere of radius $l$ which is centered at a given potential and whose volume is equal to that of the unit cell. In this case

$$
\begin{equation*}
4 \pi l^{3} / 3=L_{2}^{2}=2 u, \quad u=L_{N}^{3} / N \tag{32}
\end{equation*}
$$

Then we approximately satisfy the periodicity condition by requiring that the normal derivative of the wavefunction vanish on the surface of the sphere ( $r=l$ ). We shall take the interparticle potential as corresponding to a hard core in the relative variable $r$ of radius $a$, which is equivalent to the boundary condition that the wavefunction vanish at $r=a$. In terms of the two particles with which we began, this implies that they are hard spheres of diameter $a$.

To come back then to (31), we observe that a general form of the wavefunction in the region $a<r<l$ is

$$
\begin{equation*}
A j_{0}(k r)+B n_{0}(k r) \tag{33}
\end{equation*}
$$

where $j_{0}$ and $n_{0}$ are spherical Bessel and Neumann functions and $k^{2}=m E / \hbar^{2}$. On applying the two conditions stated above to (33), we find that the (unnormalized) wavefunction is

$$
\begin{equation*}
j_{0}(k r)+\tan (k a) n_{0}(k r), \tag{34}
\end{equation*}
$$

and that $k$ is determined from the equation

$$
\begin{equation*}
k l=\tan k(l-a) . \tag{35}
\end{equation*}
$$

We are interested in the case $a<l l$, for which we get, on expanding (35), the result $k^{2} \approx 3 a / l^{3}$. With the expression in (32) for $l^{3}$, this yields $k^{2}=2 \pi a / v$ or

$$
E_{g}=2 \pi a \hbar^{2} / m v
$$

We must remember, however, that this result refers to the energy of the two-body system. The ground-state energy per particle of this system is then:
Energy per particle $=\hbar^{2} \pi a / m v \quad$ (two-body system).
This is to be compared with the analogous result for the $N$-body ( $N \gg 1$ ) system:
Energy per particle $=2 \hbar^{2} \pi a / m v \quad(N$-body system $)$.
In a way, this is a very gratifying result-for this is just the answer we got for one-dimensional $\delta$ functions in the perturbation theory limit, i.e., the energy per particle for the two-body system is just half that for the $N$-body ( $N \gg 1$ ) system. This agreement between one dimension and three then encourages us in the hope that there may be similar and perhaps even better agreement away from the perturbation limit, and that in three dimensions, as in one, the two-body problem is a fair approximation to the $N$-body problem.

To look further into this, we can make another comparison between the two-body and $N$-body results: we can compare the respective correlation functions. By "correlation function," we mean the expression for the relative probability $D(r)$ that two particles are within a distance $r$ of each other. For the two-body case this function is just the square of the wavefunction; i.e., from (34), on adding a subscript to $D$ to label the two-body function, it is

$$
D_{2}(r)=C\left[\left(j_{0}(k r)+\tan (k a) n_{0}(k r)\right]^{2}\right.
$$

Here $C$ is a normalization constant at our disposal. The corresponding function for the N -body case as

Table III. Comparison of the correlation functions $D_{2}(r)$ and $D_{N}(r)$ for $8 \pi a^{3} / v=10^{-3} . D_{2}(r)$ is normalized arbitrarily to equal $D_{N}(r)$ at $r / a=3.0$.

| $r / a$ | $D_{2}(r)$ | $D_{N}(r)$ |
| :---: | :--- | :--- |
| 1.00 | 0.00 | 0.025 |
| 1.50 | 0.108 | 0.124 |
| 2.00 | 0.252 | 0.259 |
| 3.0 | 0.449 | 0.449 |
| 5.0 | 0.646 | 0.641 |
| 10.0 | 0.813 | 0.809 |
| 20.0 | 0.884 | 0.902 |
| 30.0 | 0.891 | 0.935 |
| 50.0 |  | 0.962 |
| 100.0 |  | 0.980 |
| 200.0 |  | 0.990 |

given by Lee, Huang, and $\mathrm{Yang}^{5}$ and corrected ${ }^{11}$ by Bocchieri, Orzalesi, and Smith ${ }^{12}$ is

$$
\begin{align*}
D_{N}(r)= & {[1+G(r)]^{2} } \\
& +[1+F(r)]^{2}-1-2 f[F(r)+G(r)], \tag{36}
\end{align*}
$$

where the functions $G(r), F(r)$, and $f$ are defined in the two papers just cited.
The correlation functions depend on a parameter which is essentially the ratio of volume of the hard core to the volume available per particle. We can characterize this by a quantity

$$
\lambda=8 \pi a^{3} / v
$$

We have then calculated and compared the functions $D_{2}(r)$ and $D_{N}(r)$ for various values of $\lambda$. In calculating $D_{N}(r)$, we have evaluated by digital computer the integrals that enter the functions $F(r)$ and $G(r)$. We shall present results for the typical case $\lambda=10^{-3}$.
The agreement we have found is quite striking. In fact, it is so close that, were we to plot the two functions, they would be hard to distinguish over much of their range, for any reasonable graph size. We have, therefore, made a tabular comparison; this is set out in Table III, for which we add some words of explanation. The normalization of the $N$-body wavefunction is arbitrarily taken to be that $D_{N}(r) \rightarrow 1$ as $r \rightarrow \infty$. Now the two-body function is defined only within the unit cell, i.e., for $r<l$, so we cannot normalize it the same way; instead, we have chosen its normalization so that it coincides with $D_{N}(r)$ at the arbitrary point $r=3 a$. Again, for the reason that $D_{2}(r)$ is only defined for $r<l$, the function $D_{N}(r)$ is plotted over a

[^113]more extended range than is $D_{2}(r) .{ }^{13}$ Finally, we note that the function $D_{2}(r)$ is zero at $r=a$, which it must be to satisfy the boundary conditions exactly. The function $D_{N}(r)$, on the other hand, satisfies the boundary conditions only approximately at $r=a$ witness the fact that it is small but not strictly zero there.

As we have remarked, the agreement between the two functions is quite good, perhaps to such a degree that it is partly fortuitous. In this connection it should be borne in mind that Table III does not really compare $D_{2}$ with $D_{N}$, but compares an approximation

[^114]to $D_{2}$ (Wigner-Seitz method) with an approximation to $D_{N}$ (use of pseudopotentials). Also, the close agreement between the functions throughout the range over which they are mutually defined is not in necessary contradiction with the fact that the energy per particle differs by a factor of two for the two different cases; it may be the longer-range correlation in the $N$-body case that accounts for this.
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#### Abstract

We examine the properties of the partial-wave amplitude $a(l, k)$ and the full amplitude $A(k, \cos \theta)$ for scattering by a long-range potential made up of a Coulomb part $2 \alpha / r$ and a short-range part $V(r)$. The properties of $a(l, k)$ as an analytic function of $l$ and $k$ are shown to be quite similar to those of the usual short-range amplitude, except in the neighborhood of the threshold $k=0$, which point we examine in detail. The full amplitude is treated as a function of $\cos \theta$ for fixed physical momentum $k$; using the Sommerfeld-Watson transformation, we show that $A(k, \cos \theta)$ is analytic in the cut plane of $\cos \theta$.


## 1. INTRODUCTION

Because of the photon's zero mass and the infinite range of the associated forces, it is still not clear whether electromagnetic forces can be incorporated into analytic $S$-matrix theory. The long range of the forces invalidates all usual definitions of the $S$ matrix; and even if an $S$ matrix can be defined, it will probably not satisfy some of the usual requirements in $S$-matrix theory and, in particular, the infrared problems associated with soft photons will presumably remain. ${ }^{1}$

[^115]It is in the hope of clarifying a few of these questions that we examine here some properties of the nonrelativistic scattering by a long-range potential

$$
U(r)=2 \alpha / r+V(r)
$$

consisting of a Coulomb interaction $2 \alpha / r$ and a shortrange potential $V(r)$. This problem has already received considerable attention. Dollard ${ }^{2}$ has shown that, although the usual definitions fail when Coulomb forces are present, it is possible to define a satisfactory $S$ matrix which has the normal interpretation and leads to the usual amplitude used in practical calculations. Cornille and Martin ${ }^{3}$ and Mentovsky ${ }^{4}$ have examined the partial-wave amplitude as an analytic function of momentum $k$ for fixed physical angular momentum $l$. Klarsfeld ${ }^{5}$ has considered the same amplitude as a function of $l$ for fixed physical $k$.

In this paper, we consider both the partial-wave and

[^116]more extended range than is $D_{2}(r) .{ }^{13}$ Finally, we note that the function $D_{2}(r)$ is zero at $r=a$, which it must be to satisfy the boundary conditions exactly. The function $D_{N}(r)$, on the other hand, satisfies the boundary conditions only approximately at $r=a$ witness the fact that it is small but not strictly zero there.

As we have remarked, the agreement between the two functions is quite good, perhaps to such a degree that it is partly fortuitous. In this connection it should be borne in mind that Table III does not really compare $D_{2}$ with $D_{N}$, but compares an approximation

[^117]to $D_{2}$ (Wigner-Seitz method) with an approximation to $D_{N}$ (use of pseudopotentials). Also, the close agreement between the functions throughout the range over which they are mutually defined is not in necessary contradiction with the fact that the energy per particle differs by a factor of two for the two different cases; it may be the longer-range correlation in the $N$-body case that accounts for this.
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#### Abstract

We examine the properties of the partial-wave amplitude $a(l, k)$ and the full amplitude $A(k, \cos \theta)$ for scattering by a long-range potential made up of a Coulomb part $2 \alpha / r$ and a short-range part $V(r)$. The properties of $a(l, k)$ as an analytic function of $l$ and $k$ are shown to be quite similar to those of the usual short-range amplitude, except in the neighborhood of the threshold $k=0$, which point we examine in detail. The full amplitude is treated as a function of $\cos \theta$ for fixed physical momentum $k$; using the Sommerfeld-Watson transformation, we show that $A(k, \cos \theta)$ is analytic in the cut plane of $\cos \theta$.


## 1. INTRODUCTION

Because of the photon's zero mass and the infinite range of the associated forces, it is still not clear whether electromagnetic forces can be incorporated into analytic $S$-matrix theory. The long range of the forces invalidates all usual definitions of the $S$ matrix; and even if an $S$ matrix can be defined, it will probably not satisfy some of the usual requirements in $S$-matrix theory and, in particular, the infrared problems associated with soft photons will presumably remain. ${ }^{1}$

[^118]It is in the hope of clarifying a few of these questions that we examine here some properties of the nonrelativistic scattering by a long-range potential

$$
U(r)=2 \alpha / r+V(r)
$$

consisting of a Coulomb interaction $2 \alpha / r$ and a shortrange potential $V(r)$. This problem has already received considerable attention. Dollard ${ }^{2}$ has shown that, although the usual definitions fail when Coulomb forces are present, it is possible to define a satisfactory $S$ matrix which has the normal interpretation and leads to the usual amplitude used in practical calculations. Cornille and Martin ${ }^{3}$ and Mentovsky ${ }^{4}$ have examined the partial-wave amplitude as an analytic function of momentum $k$ for fixed physical angular momentum $l$. Klarsfeld ${ }^{5}$ has considered the same amplitude as a function of $l$ for fixed physical $k$.

In this paper, we consider both the partial-wave and

[^119]the full amplitude. We first establish the properties of the partial-wave amplitude $a(l, k)$ as an analytic function of both $l$ and $k$ and then use these results to find the properties of the full amplitude $A(k, \cos \theta)$ as an analytic function of $\cos \theta$ for fixed physical $k$.

In Sec. 2, we examine $a(l, k)$ using a method developed by Froissart ${ }^{6}$ for the non-Coulomb case. This method allows us to treat a very wide class of potentials, our only requirement being that the short-range part $V(r)$ satisfy

$$
\begin{equation*}
\left|r^{2-\eta} e^{\varepsilon r} V(r)\right|<\text { const } \tag{1.1}
\end{equation*}
$$

for some $\eta$ and $\epsilon$ both greater than zero. We illustrate our results with the example of a Coulomb plus a pure Yukawa potential, for which the analytic properties are very similar to those of the non-Coulomb case; specifically, $a(l, k)$ is meremorphic in ( $l, k$ ) except for branch points at

$$
k= \pm i n \mu / 2
$$

where $n=0,1,2, \cdots$ and $\mu$ is the inverse range of the Yukawa potential. The most important difference between the Coulomb and non-Coulomb cases is the singularity at $k=0$, which in the Coulomb case is an accumulation point of bound-state poles and is also the starting point of the left-hand cut. We examine this singularity in detail and show that, in spite of these difficulties, it is still possible to express the amplitude in the familiar $N / D$ form.

In Sec. 3, we consider the full amplitude $A(k, \cos \theta)$ for the case where the short-range part of the potential is a Yukawa. Following the method of Regge ${ }^{7}$ we use the Sommerfeld-Watson transformation to establish the analytic properties of $A(k, \cos \theta)$ from those of the partial-wave amplitude $a(l, k)$. We find that this transformation cannot be applied to the complete amplitude $A$ but that, at least for physical $k$, it can be applied to the difference between $A$ and the pure Coulomb amplitude $A_{c}$ :

$$
A^{\prime}(k, \cos \theta)=A(k, \cos \theta)-A_{c}(k, \cos \theta) .
$$

This establishes that, for physical $k, A^{\prime}(k, \cos \theta)$ is analytic in the whole plane of $\cos \theta$ except on the branch cut starting at

$$
\cos \theta=1+\mu^{2} / 2 k^{2}
$$

The crucial part of the proof is the verification that, as $|l| \rightarrow \infty$ in any direction in the half-plane $\operatorname{Re} l \geq$ $-\frac{1}{2}$, the partial-wave amplitude $a(l, k)$ is sufficiently bounded to allow use of the Sommerfeld-Watson transformation. This we establish by examination of a

[^120]Lippmann-Schwinger equation for $a(l, k)$. Our method breaks down when $k$ becomes complex, and for this reason we can establish the properties of $A(k, \cos \theta)$ for real $k$ only.
We conclude, therefore, that the analytic properties of the amplitude for scattering by long-range forces are a natural generalization of the corresponding properties of short-range amplitudes. This suggests that, at least as far as analyticity is concerned, there should be no obstacle to incorporating long-range forces into $S$-matrix theory.
Most of our proofs are rather long and complicated and we therefore omit some details, for which we refer the reader to the thesis of the first named author. ${ }^{8}$

## 2. THE PARTIAL-WAVE AMPLITUDE

## A. Outline and Results

The partial-wave amplitude is defined in terms of solutions of the radial Schrödinger equation

$$
\begin{equation*}
\psi^{\prime \prime}+\left[k^{2}-\frac{\lambda^{2}-\frac{1}{4}}{r^{2}}-\frac{2 \alpha}{r}-V(r)\right] \psi=0 . \tag{2.1}
\end{equation*}
$$

(We use units for which $\hbar=2 m=1$ and introduce the angular-momentum variable $\lambda \equiv l+\frac{1}{2}$.) As usual, we define certain standard solutions of this equation: the "regular" solution

$$
\begin{equation*}
\phi(\lambda, k, r) \underset{r \rightarrow 0}{\sim} r^{l+1} \tag{2.2}
\end{equation*}
$$

and the "incoming" and "outgoing" solutions

$$
\begin{equation*}
\chi^{ \pm}(\lambda, k, r) \underset{r \rightarrow \infty}{\sim} \exp \mp i[k r-(\alpha / k) \ln (2 k r)] . \tag{2.3}
\end{equation*}
$$

The Jost functions are defined as the coefficients in the expansion of $\phi$ in terms of ${ }^{9} \chi^{ \pm}$:

$$
\begin{equation*}
\phi(r)=\left[f^{+}(\lambda, k) \chi^{-}(r)-f^{-}(\lambda, k) \chi^{+}(r)\right] / 2 i k \tag{2.4}
\end{equation*}
$$

and the partial-wave $S$ matrix is defined as the ratio of these coefficients,

$$
\begin{equation*}
S(\lambda, k)=f^{+}(\lambda, k) e^{i \pi l} / f^{-}(\lambda, k) . \tag{2.5}
\end{equation*}
$$

Finally, the partial-wave amplitude is defined as

$$
\begin{equation*}
a(\lambda, k)=[S(\lambda, k)-1] / 2 i k \tag{2.6}
\end{equation*}
$$

Our starting point is the Schrödinger equation for a pure Coulomb potential [i.e., Eq. (2.1) with $V \equiv 0$ ] with corresponding solutions

$$
\begin{equation*}
\phi_{c}(\lambda, k, r)=(2 i k)^{-l-1} M_{v, \lambda}(2 i k r) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi_{c}^{ \pm}(\lambda, k, r)=e^{-i \pi v / 2} W_{ \pm v, \lambda}( \pm 2 i k r), \tag{2.8}
\end{equation*}
$$

[^121]where $M_{v, \lambda}(z)$ and $W_{v, \lambda}(z)$ are Whittaker functions ${ }^{10}$ and
\[

$$
\begin{equation*}
y \equiv i \alpha / k \tag{2.9}
\end{equation*}
$$

\]

In terms of these pure Coulomb solutions, we obtain iterative expansions for the actual solutions $\phi$ and $\chi^{ \pm}$ in powers of the short-range potential $V(r)$. These lead to expressions for the Jost functions $f^{ \pm}$as power series in $V(r)$ and it is from these power series that we deduce the analytic properties of $f^{ \pm}$and, hence, those of $S$ or $a$.

Our method is a direct generalization of a technique developed by Froissart ${ }^{6}$ for pure short-range potentials. The series expansions for $f^{ \pm}$are written in the form

$$
\begin{align*}
f^{ \pm}= & f_{c}^{ \pm}+\int_{0}^{\infty} d r \chi_{c}^{ \pm}(r) V(r) \phi_{c}(r) \\
& +\int_{0}^{\infty} d r^{\prime} \int_{0}^{r^{\prime}} d r \chi_{c}^{ \pm}\left(r^{\prime}\right) V\left(r^{\prime}\right) I\left(r, r^{\prime}\right) V(r) \phi_{c}(r), \tag{2.10}
\end{align*}
$$

where $I\left(r, r^{\prime}\right)$ is, of course, a series in powers of $V$. Assuming that $r^{2-\eta} e^{\epsilon r} V(r)$ is bounded, we show that this expression is analytic in a certain domain of ( $\lambda, k$ ) but that the integrals diverge when $(\lambda, k)$ moves outside of this region. Those parts of the integrals which diverge can be explicitly separated and expressed in terms of the Mellin and Laplace transforms of the potential $V(r)$ and the kernel $I\left(r, r^{\prime}\right)$. We examine the analytic properties of the transforms of $I\left(r, r^{\prime}\right)$ and find their singularities in terms of the singularities of the corresponding transforms of the potential $V(r)$. In this way we establish the analytic properties of $f^{ \pm}(\lambda, k)$ for all ( $\left.\lambda, k\right)$ and express all singularities in terms of the singularities of the Mellin and Laplace transforms of $V(r)$.

Our conclusion is that the Jost function $f^{+}(\lambda, k)$ is analytic for all $\lambda$ and $k$ except when $\lambda$ or $k$ is contained in one of the following sets of points ${ }^{11}$ :

$$
\lambda \in\left\{-\frac{n}{2}+\frac{m+1}{2}(\mathrm{~S}-2)\right\}
$$

or

$$
\begin{equation*}
k \in\left\{0, \frac{m \mathscr{S}_{0}+\mathscr{T}_{1}}{2 i}, \frac{m \mathscr{S}_{0}+2 \mathscr{S}_{1}}{2 i}, \frac{\mathscr{S}_{2}}{2 i}\right\}, \tag{2.11}
\end{equation*}
$$

where $m$ and $n=0,1,2, \cdots$, and $\mathcal{S}$ and $\mathscr{T}_{n}$ denote the sets of singularities of the transforms

$$
\begin{equation*}
u(\sigma)=\int_{0}^{1} d r r^{\sigma-1} V(r) \tag{2.12}
\end{equation*}
$$

${ }^{10}$ See E. T. Whittaker and G. N. Watson, Modern Analysis (Cambridge University Press, Cambridge, England, 1962), 4th ed., Chap. 16.
${ }^{11}$ There are in addition fixed poles when $\lambda$ is a negative halfinteger but these always cancel out of $S=f^{+} e^{i \pi l} / f^{-}$. See Eq. (2.26) below.
and

$$
\begin{equation*}
\tilde{u}_{n}(q)=\int_{1}^{\infty} d r e^{-a r} r^{n v} V(r) \tag{2.13}
\end{equation*}
$$

with $v=i \alpha / q$. The set of points $m \mathfrak{S}_{0}$, for example, is the set of all

$$
q=q_{1}+\cdots+q_{m}, \quad q_{i} \in \mathscr{T}_{0}
$$

The singularities of $f^{-}(\lambda, k)$ are obtained by the substitution $k \rightarrow-k$ and the domain of meremorphy of $S$ follows immediately from the definition $S=$ $f^{+} e^{i \pi} l f^{-}$.

For any given potential, this result immediately locates the singularities of $f^{ \pm}$and $S$. For the example of a pure Yukawa $V(r)=\gamma e^{-\mu r} / r$, the singularities of $f^{+}$are poles at $\lambda=-(n+1) / 2$ and branch points at $k=\operatorname{in} \mu / 2$. This implies meremorphy of $S$ except at $k= \pm i n \mu / 2$, as already mentioned in the introduction.

The nature of the singularity at $k=0$ is examined in Sec. 2C and in Sec. 2D we show that the partialwave amplitude can be written in the usual " $N$ over $D^{\prime \prime}$ form.

After this brief outline of our method and results we proceed to the main proof. As far as possible we refer the reader to the paper of Froisart ${ }^{6}$; for details of certain estimates we appeal to Ref. 8.

## B. The Main Proof

We first note that one can easily show, using the definitions (2.2) to (2.4) that

$$
\begin{equation*}
f^{-}(\hat{\lambda}, k)=e^{\pi \alpha / k} f^{+}\left(\lambda, k e^{-i \pi}\right) \tag{2.14}
\end{equation*}
$$

and that it is therefore sufficient to establish analyticity of $f^{+}$, for which Eq. (2.4) implies the following expression:

$$
\begin{align*}
f^{+} & =W\left[\chi^{+}, \phi\right] \\
& =\lim _{r \rightarrow \infty} W\left[\chi_{c}^{+}, \phi\right], \tag{2.15}
\end{align*}
$$

where $W[u, v]$ denotes the Wronskian of the functions $u(r)$ and $v(r)$.

To make use of this expression for $f^{+}$we replace the differential equation (2.1) and the boundary conditions (2.2) for $\phi(r)$ by the integral equation

$$
\begin{equation*}
\phi(r)=\phi_{c}(r)+\int_{0}^{r} d r^{\prime} G\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \phi\left(r^{\prime}\right) \tag{2.16}
\end{equation*}
$$

where $G$ is the appropriate Green's function

$$
G\left(r, r^{\prime}\right)=\left[u\left(r^{\prime}\right) v(r)-u(r) v\left(r^{\prime}\right)\right] / W[u, v],
$$

where $u$ and $v$ are any two independent pure Coulomb solutions (e.g., $\chi_{c}^{\ddagger}$ ). Substituting this integral equation into Eq. (2.15) we get

$$
\begin{equation*}
f^{+}=f_{o}^{+}+\int_{0}^{\infty} d r \chi_{c}^{+}(r) V(r) \phi(r), \tag{2.17}
\end{equation*}
$$

where $f_{c}^{+}$denotes the pure-Coulomb Jost function

$$
\begin{align*}
f_{c}^{+} & \equiv W\left[\chi_{c}^{+}, \phi_{c}\right] \\
& =(2 i k)^{-l} e^{\pi a / k / k} \Gamma(2 l+2) / \Gamma(l-v+1) . \tag{2.18}
\end{align*}
$$

Finally we iterate Eq. (2.16) for $\phi$ and substituting the resulting series into Eq. (2.17) obtain the expression (2.10) for $f^{+}$with

$$
\begin{align*}
& I\left(r, r^{\prime}\right)=\sum_{n=2}^{\infty} I_{n}\left(r, r^{\prime}\right),  \tag{2.19}\\
& I_{n}\left(r, r^{\prime}\right) \\
& =\int_{r=r_{1}<} \int_{\ll r_{n}=r^{\prime}} \prod_{m=1}^{n-1} G\left(r_{m+1}, r_{m}\right) \prod_{m=2}^{n-1} V\left(r_{m}\right) d r_{m},
\end{align*}
$$

and

$$
I_{2}\left(r, r^{\prime}\right)=G\left(r^{\prime}, r\right)
$$

By a method similar to that used by Froissart we can show that the kernel $I\left(r, r^{\prime}\right)$ is an entire function of $\lambda$ and $k$ and satisfies the following bound ${ }^{12}$ :

$$
\begin{equation*}
\left|I\left(r, r^{\prime}\right)\right|<N_{\lambda, k}\left[F\left(r^{\prime}\right) / F(r)\right]\left(r^{\prime}-r\right) \tag{2.21}
\end{equation*}
$$

where

If we now assume that the short-range part of the potential satisfies condition (1.1), this bound for $I\left(r, r^{\prime}\right)$ implies that the two integrals in Eq. (2.10) for $f^{+}(\lambda, k)$ converge and define an analytic function for

$$
\begin{equation*}
\operatorname{Re} \lambda>\frac{1}{2}-\eta, \quad \operatorname{Im} k<\epsilon / 2 \tag{2.23}
\end{equation*}
$$

(except of course at $k=0$ where the Coulomb functions have a branch point).

If $\lambda$ moves outside of this region the integrals (2.10) diverge because of bad power behavior near $r=0$; if $k$ moves out the integrals diverge because of bad exponential behavior as $r \rightarrow \infty$. In order to continue outside of the region (2.23), we must, therefore, isolate those parts of the integrals which diverge and to this end we use the power series for $\phi_{c}$ and $\chi_{c}^{+}$to write

$$
\begin{equation*}
\phi_{c}(r)=\sum_{n=0}^{N} a_{n} r^{n+l+1}+\text { remainder } \tag{2.24}
\end{equation*}
$$

with a similar expression for $\chi_{c}^{+}$, the remainders being of order $r^{N+\lambda+\frac{1}{2}}$ and $r^{N-|\lambda|+\frac{1}{2}}$, respectively, for small $r$. Similarly for large $r$, we use the integral

[^122]expansion ${ }^{13}$
\[

$$
\begin{array}{r}
\chi_{c}^{+}(r)=(2 k r)^{v}\left[e^{-i k r}+\int_{i k}^{A} e^{-v r} F^{\prime}(p / i k) d p / i k\right] \\
+ \text { remainder, } \tag{2.25}
\end{array}
$$
\]

where $F^{\prime}(z)$ denotes the derivative of the hypergeometric function $F[-l-v, l-v+1,1,(1-z) / z]$ and the remainder is of order $r^{\nu} e^{-A r}$; with a similar expression for $\phi_{c}$.

Much as in the paper of Froissart, we can now continue the two integrals in Eq. (2.10) for $f^{+}$to all $(\lambda, k)$. Before doing so we note that it is convenient to consider not $f^{+}$, but

$$
\begin{equation*}
f^{\prime+}=f^{+} / \Gamma(2 \lambda+1) \tag{2.26}
\end{equation*}
$$

since this avoids the fixed pole of $\phi_{c}$ when $(2 \lambda+1)$ is a negative integer. (And, of course, we can calculate $S$ in terms of $f^{\prime \pm}$ just as well as $f^{ \pm}$.)

To continue the single integral in Eq. (2.10) we split it into two parts, $\int_{0}^{1}$ and $\int_{1}^{\infty}$, and substitute the separation (2.24) for $\phi_{c}$ and $\chi_{c}^{+}$into the first and that of (2.25) into the second. By choosing $N$ and $A$ sufficiently large we can guarantee that, for any given ( $\lambda, k$ ), the integrals involving the remainders are convergent and analytic. Thus the integral $\int_{0}^{1}$ has singularities, if any, coming from a finite sum of terms of the form

$$
\int_{0}^{1} r^{n+2 \lambda+1} V(r) d r=u(n+2 \lambda+2)
$$

which is precisely the Mellin transform defined in Eq. (2.12). By definition, these are analytic except when

$$
\begin{equation*}
\lambda \in\left\{-n / 2+\frac{1}{2}(S-2)\right\} . \tag{2.27}
\end{equation*}
$$

Similarly, the integral $\int_{1}^{\infty}$ is analytic except when ${ }^{14}$

$$
\begin{equation*}
k \in\left\{0, \mathscr{T}_{2} / 2 i\right\} . \tag{2.28}
\end{equation*}
$$

To isolate the divergent parts of the double integral in Eq. (2.10), we divide the range of integration into three parts: $0<r<r^{\prime}<1,0<r<1<r^{\prime}<\infty$, and $1<r<r^{\prime}<\infty$. In the first case, for example, substitution of Eq. (2.24) for $\phi_{c}$ and $\chi_{c}^{+}$leads to potentially divergent integrals of the form

$$
\begin{align*}
& \int_{0}^{1} d r^{\prime} \int_{0}^{r^{\prime}} d r r^{\prime n^{\prime}+\lambda+\frac{1}{2}} r^{n+\lambda+\frac{1}{2}} V\left(r^{\prime}\right) V(r) I\left(r, r^{\prime}\right) \\
& =-(2 \pi)^{-2} \int_{-i \infty}^{i \infty} \int_{i \infty} A\left(n+\lambda-\sigma+\frac{3}{2}, n^{\prime}+\lambda-\sigma^{\prime}+\frac{3}{2}\right) \\
& \times u(\sigma) u\left(\sigma^{\prime}\right) d \sigma d \sigma^{\prime}, \tag{2.29}
\end{align*}
$$

[^123]where $A\left(s, s^{\prime}\right)$ is the double Mellin transform of $I\left(r, r^{\prime}\right)$ and we have used the inverse of the Mellin transform (2.12) in writing the second line.

The integral (2.29) can be analytically continued except when the singularities of $u(\sigma)$ or $u\left(\sigma^{\prime}\right)$ pinch against those of $A$. These latter singularities we discuss in a moment. Clearly, once they are located we can find those of the integral (2.29) and hence all singularities of $f^{\prime+}$ arising from small $r$ and $r^{\prime}$ in the double integral of Eq. (2.10).

The remaining two parts of the double integral of Eq. (2.10)-r small, $r^{\prime}$ large and $r$ and $r^{\prime}$ both largecan be treated similarly and their singularities located in terms of those of the Mellin-Laplace and double Laplace transforms of $I\left(r, r^{\prime}\right) .^{15}$
It remains to establish the analytic properties of the three transforms of $l\left(r, r^{\prime}\right)$ which we can do much as in the paper of Froissart. ${ }^{15}$ Thus the bound (2.21) guarantees analyticity of $A\left(s, s^{\prime}\right)$ when
$\operatorname{Re} s>m a x\left(|\operatorname{Re} \lambda|-\frac{1}{2}, 0\right), \quad \operatorname{Re} s^{\prime}>1-\operatorname{Re} s$.
One can continue beyond this region using the differential equation for $I\left(r, r^{\prime}\right)$ whose Mellin transform is ${ }^{16}$

$$
\begin{aligned}
& {[(s-1)(s-2)-l(l+1)] A\left(s-2, s^{\prime}\right)} \\
& \quad-2 \alpha A\left(s-1, s^{\prime}\right)+k^{2} A\left(s, s^{\prime}\right) \\
& \quad-(2 \pi i)^{-1} \int_{-i \infty}^{i \infty} A\left(s-\sigma, s^{\prime}\right) u(\sigma) d \sigma=1 /\left(s+s^{\prime}-1\right)
\end{aligned}
$$

and a similar equation in $s^{\prime}$. These equations allow a strip by strip continuation of $A\left(s, s^{\prime}\right)$ which turns out to be analytic except when ${ }^{17}$

$$
s \in\left\{-1-s^{\prime}-n+m(\delta-2)\right\}
$$

or

$$
s \in\left\{ \pm \lambda-\frac{1}{2}-n+m(S-2)\right\} .
$$

Returning to Eq. (2.29) we find that the double integral for $f^{\prime+}$ has singularities when

$$
\begin{equation*}
\lambda \in\left\{-\frac{1}{2} n+\frac{1}{2}(m+1)(S-2)\right\} . \tag{2.30}
\end{equation*}
$$

A similar analysis for the other two parts of the double integral gives singularities when

$$
\begin{equation*}
k \in\left\{\frac{m \mathcal{T}_{0}+\mathfrak{T}_{1}}{2 i}, \frac{m \mathscr{T}_{0}+2 \mathscr{S}_{1}}{2 i}\right\}, \tag{2.31}
\end{equation*}
$$

but no new singularities in $\lambda$.

[^124]Combining Eqs. (2.27), (2.28), (2.30), and (2.31) we arrive at the result quoted in Eq. (2.11). ${ }^{18}$

## C. The Singularity at Threshold

The singularity at threshold for our long-range potential differs from that of the short-range case for two obvious reasons. First, since the Coulomb potential has an infinite number of bound states close to threshold, the point $k=0$ is an accumulation point of singularities. Second, the left-hand cut, which for a Yukawa potential starts at $E=-\mu^{2} / 4$ (or $k=i \mu / 2$ ), in our case starts at $E=0$. This makes the branch point at $E=0$ considerably more complicated. In particular, as a function of $k$, the short-range partial-wave amplitude is analytic at $k=0$ when $l$ is physical, while for our case this is not so.
In order to examine the branching properties of the Jost function $f^{+}(\lambda, k)$ at $k=0$ we note first that $\phi(\lambda, k, r)$ is clearly analytic at $k=0$ and hence that the circuit relations for $f^{+}=W\left[\chi^{+}, \phi\right]$ are the same as those of $\chi^{+}$. Since $\chi^{+}$satisfies the integral equation

$$
\chi^{+}(r)=\chi_{c}^{+}(r)-\int_{r}^{\infty} d r^{\prime} G\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \chi^{+}\left(r^{\prime}\right)
$$

[analogous to Eq. (2.16)], where $G$ is analytic at $k=0$, it follows that the circuit relations for $\chi^{+}$are in turn the same as those of the pure Coulomb solution $\chi_{c}^{+}$. These latter can be derived from standard properties of Whittaker functions ${ }^{10}$ and imply that

$$
\begin{align*}
& f^{+}\left(\lambda, k e^{-2 \pi i}\right)=f^{+}(\lambda, k) e^{-2 \pi a / k} \\
& \quad-f^{+}\left(\lambda, k e^{-\pi i}\right) 2 \pi i e^{-2 \pi \alpha / k} / \Gamma(-l-\nu) \Gamma(l-v+1) \tag{2.32}
\end{align*}
$$

In the non-Coulomb limit, for which $v \equiv i \alpha / k=0$, the second term on the right vanishes when $l$ is physical and $f^{+}$has no branch point. Obviously, when $\alpha \neq 0$ this is not so.

The circuit relations for $S(\lambda, k)$ or $a(\lambda, k)$ follow simply from Eq. (2.32). It is easily seen that the branch point at $k=0$ is still present for physical angular momenta.

## D. Representation as $N$ over $D$

In the case of short-range potentials, one can express the amplitude $a / k^{2 l}$ as the quotient of two functions $N$ and $D$, where $N$ has only the left-hand and $D$ only the right-hand cut. In our case the corresponding expression is

$$
\begin{equation*}
\frac{a(\lambda, k) e^{\pi \alpha / 2 k}}{k^{2 l}}=\frac{N(\lambda, k)}{D(\lambda, k)} \tag{2.33}
\end{equation*}
$$

[^125]The function $N$ has a cut in $E$ from 0 to $-\infty$ and is real for $E>0, \lambda$ real, while $D$ has a cut from $E=0$ to $+\infty$ and is real for $E<0, \lambda$ real.

It is clear from the definitions (2.5) and (2.6) that Eq. (2.33) can be satisfied by the choice

$$
\begin{equation*}
N(\lambda, k)=\left[f^{+}(\lambda, k) e^{i \pi l}-f^{-}(\lambda, k)\right] / 2(i k)^{l+1} \tag{2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
D(\hat{\lambda}, k)=(-i k)^{2} e^{-\pi \alpha / 2 k} f^{-}(\lambda, k) \tag{2.35}
\end{equation*}
$$

That $N$ and $D$ defined in this way have the required properties follows from the following four relations, all of which can be checked by inspection of the asymptotic forms (2.2) and (2.3):

$$
\begin{align*}
{\left[\phi\left(\lambda^{*}, k^{*}, r\right)\right]^{*} } & =\phi(\lambda, k, r) \\
\phi(\lambda,-k, r) & =\phi(\lambda, k, r) \\
{\left[\chi^{+}\left(\lambda^{*}, k^{*}, r\right)\right]^{*} } & =\chi^{-}(\lambda, k, r)  \tag{2.36}\\
\chi^{-}\left(\lambda, k e^{i \pi}, r\right) & =e^{-\pi \alpha / k} \chi^{+}(\lambda, k, r)
\end{align*}
$$

From these it follows easily that $D(\lambda, k)$ as defined in Eq. (2.35) is real when $\lambda$ is real and $k$ positive imaginary $(E<0)$. The desired analytic properties of $D$ follow from the results of Sec. 2B. Similarly from Eq. (2.36) follows an identical equation for $f^{ \pm}(\lambda, k)$ and from this it follows for real $l$ and $k>0$ that $N(\lambda, k)$ as defined in Eq. (2.34) is real. This completes the proof.

## 3. THE FULL AMPLITUDE

## A. Outline and Results

As one would expect, the properties of the full amplitude $A(k, \cos \theta)$ can be derived from those of the partial-wave amplitude $a(\lambda, k)$ by means of the partial-wave series. For a purely short-range potential (such as the Yukawa) $a(\lambda, k)$ falls off exponentially as $\lambda \rightarrow+\infty$ and the partial-wave series converges very well. In the present case (short-range plus Coulomb) $a(\lambda, k)$ oscillates as $\lambda \rightarrow+\infty$ and the partial-wave series for $A$ is of no use. However, the difference

$$
\begin{equation*}
a^{\prime}(\lambda, k)=a(\lambda, k)-a_{c}(\lambda, k) \tag{3.1}
\end{equation*}
$$

behaves much as the ordinary short-range amplitude and the series

$$
\begin{align*}
A^{\prime}(k, \cos \theta) & \equiv A(k, \cos \theta)-A_{c}(k, \cos \theta) \\
& \equiv \sum_{l=0}^{\infty}(2 l+1) a^{\prime}(\lambda, k) P_{l}(\cos \theta) \tag{3.2}
\end{align*}
$$

converges well. It is obviously sufficient to study the properties of $A^{\prime}$, since the Coulomb amplitude $A_{c}$ is explicitly known. ${ }^{19}$

[^126]In this section, we shall take as the short-range part of our potential a pure Yukawa

$$
V(r)=\gamma e^{-\mu r} / r
$$

For this case we show that as $|\lambda| \rightarrow \infty$ anywhere in the right half-plane $\operatorname{Re} \lambda \geq 0$ (including the imaginary axis) $a^{\prime}(\lambda, k)$ is bounded by

$$
\begin{equation*}
\left|a^{\prime}(\lambda, k)\right|<\text { const } \times\left|\lambda^{2 v-\frac{1}{2}} e^{-\alpha \lambda}\right| \tag{3.3}
\end{equation*}
$$

as $|\lambda| \rightarrow \infty$ with $\operatorname{Re} \lambda \geq 0$ and $k$ real, where

$$
\begin{equation*}
\alpha=\cosh ^{-1}\left(1+\mu^{2} / 2 k^{2}\right) \tag{3.4}
\end{equation*}
$$

In the standard way ${ }^{20}$ this bound guarantees that the partial-wave series (3.2) converges and defines an analytic function of $\cos \theta$ provided

$$
\begin{equation*}
\operatorname{Im} \theta<\alpha \tag{3.5}
\end{equation*}
$$

This condition confines $\cos \theta$ to the interior of the so-called Lehmann ellipse centered at the origin with semimajor axis ( $1+\mu^{2} / 2 k^{2}$ ).

The bound (3.3) also allows us to continue beyond the Lehmann ellipse using the Sommerfeld-Watson transformation; that is, we can replace the sum (3.2) by the appropriate contour integral and then distort the contour to the imaginary $\lambda$ axis to give the wellknown expression ${ }^{20}$

$$
\begin{align*}
& A^{\prime}(k, \cos \theta)=i \int_{-i \infty}^{i \infty} d \lambda \frac{\lambda a^{\prime}(\lambda, k) P_{l}(-\cos \theta)}{\sin \pi l} \\
& \quad+\text { Regge pole terms } \tag{3.6}
\end{align*}
$$

where the usual Regge pole terms are, according to Eq. (3.3), finite in number. The expression (3.6) is convergent and defines an analytic function of $\cos \theta$ provided only

$$
\operatorname{Re} \theta \neq 0
$$

that is, $A^{\prime}$ is analytic in the $\cos \theta$ plane cut from 1 to $+\infty$.

Combining this result with the analyticity in the Lehmann ellipse of Eq. (3.5), we conclude that, as one might expect, $A^{\prime}(k, \cos \theta)$ is analytic for all $\cos \theta$ except on a cut from $\cos \theta=\left(1+\mu^{2} / 2 k^{2}\right)$ to $+\infty$.

## B. The Proof

In order to establish the bound (3.3) for $a^{\prime}(\lambda, k)$, we express $a^{\prime}$ in terms of an off-shell $T$ matrix satisfying a Fredholm equation of the Lippmann-Schwinger type. Our method is suggested by a paper of Brown et al..$^{21}$ on short-range potentials, modified by a trick described by Scadron, Weinberg, and Wright. ${ }^{22}$

[^127]Our starting point is the integral equation

$$
\begin{equation*}
\psi^{+}(r)=\psi_{c}(r)+\int_{0}^{\infty} d r^{\prime} G^{+}\left(r, r^{\prime}\right) V\left(r^{\prime}\right) \psi^{+}\left(r^{\prime}\right) \tag{3.7}
\end{equation*}
$$

for the scattering wavefunction $\psi^{+}(\lambda, k, r)$. In this equation $G^{+}$is the Green's function

$$
G^{+}\left(r, r^{\prime}\right)=-\chi_{c}^{-}\left(r_{>}\right) \phi_{c}\left(r_{<}\right) / f_{c}^{-}
$$

and $\psi_{c}$ is normalized as

$$
\psi_{c}(r)=\beta \phi_{c}(r),
$$

where

$$
\begin{aligned}
& \beta=i e^{-\pi \pi / 2 k}(2 k)^{l+1} \\
& \quad \times[\Gamma(l+\nu+1) \Gamma(l-v+1)]^{\frac{1}{2}} / \pi \Gamma(2 \lambda+1) .
\end{aligned}
$$

The scattering solution $\psi^{+}(\lambda, k, r)$ is, of course, proportional to the solution $\phi(\lambda, k, r)$.

The off-shell $T$ matrix is defined as usual to be

$$
\begin{equation*}
T_{\lambda}^{+}(p, k)=\int_{0}^{\infty} d r \psi_{c}(\lambda, p, r) V(r) \psi^{+}(\lambda, k, r) \tag{3.8}
\end{equation*}
$$

and comparison of the behavior of $\psi^{+}$and $\phi$ for large $r$ shows that the amplitude $a^{\prime}(\lambda, k)$ is related to the onshell $T$ matrix $T_{\lambda}^{+}(k, k)$ as follows:

$$
a^{\prime}(\lambda, k)=T_{\lambda}^{+}(k, k) S_{c}(\lambda, k) / k^{2}
$$

where $S_{c}$ denotes the pure Coulomb partial-wave $S$ matrix

$$
S_{c}(\lambda, k)=\Gamma(l+\nu+1) / \Gamma(l-\nu+1) .
$$

Since $S_{c} \sim \lambda^{2 v}$ as $|\lambda| \rightarrow \infty$, this means that we can prove the bound Eq. (3.3) by showing that

$$
\begin{equation*}
\left|T_{\lambda}^{+}(k, k)\right|<\text { const } \times\left|\lambda^{-\frac{1}{2}} e^{-\alpha \lambda}\right| \tag{3.9}
\end{equation*}
$$

as $|\lambda| \rightarrow \infty, \operatorname{Re} \lambda \geq 0, k$ real.
We obtain this bound on $T^{+}$by studying the Lippmann-Schwinger equation which follows from the representation ${ }^{23}$

$$
\begin{equation*}
G^{+}\left(r, r^{\prime}\right)=\int_{0}^{\infty} d q \frac{\psi_{c}(q, r) \psi_{c}\left(q, r^{\prime}\right)}{k^{2}-q^{2}+i \epsilon} . \tag{3.10}
\end{equation*}
$$

Substitution of this representation into Eqs. (3.7) and (3.8) gives the integral equation
$T^{+}(p, k)=T_{c}(p, k)+\int_{0}^{\infty} d q \frac{T_{c}(p, q) T^{+}(q, k)}{k^{2}-q^{2}+i \epsilon}$,
where $T_{c}$ is defined by Eq. (3.8) with $\psi^{+}$replaced by $\psi_{c}$.

[^128]As it stands, this integral equation is not $L^{2}$ for real $k$. It is, however, a simple matter to replace Eq. (3.11) by an equivalent equation for the operator

$$
\tilde{T}^{+}=V^{-\frac{1}{2}} T^{+} V^{-\frac{1}{2}}
$$

and the $L^{2}$ norm of the latter equation is

$$
\begin{equation*}
\int_{0}^{\infty} d k^{\prime} \int_{0}^{\infty} d k^{\prime \prime} \frac{\left|T_{c}\left(k^{\prime}, k^{\prime \prime}\right)\right|^{2}}{\left(k^{2}-k^{\prime 2}-i \epsilon\right)\left(k^{2}-k^{\prime \prime 2}+i \epsilon\right)} \tag{3.12}
\end{equation*}
$$

To show that this norm exists and has suitable properties as $|\lambda| \rightarrow \infty$ one must now assume some specific form for the short-range part of the potential. We shall consider just the case where $V$ is a pure Yukawa, in which case $T_{c}$ can be explicitly evaluated in terms of the hypergeometric function ${ }^{24}$

$$
\begin{aligned}
T_{c}\left(k^{\prime}, k^{\prime \prime}\right)= & \gamma \beta\left(k^{\prime}\right) \beta\left(k^{\prime \prime}\right) \\
& \times \Gamma(b) s^{a^{\prime}+a^{\prime \prime}-b}\left(s-2 i k^{\prime}\right)^{-a^{\prime}}\left(s-2 i k^{\prime \prime}\right)^{-a^{\prime \prime}} \\
& \times F\left[a^{\prime}, a^{\prime \prime}, b,-4 k^{\prime} k^{\prime \prime} /\left(\mu^{2}+\left[k^{\prime}-k^{\prime \prime}\right]^{2}\right)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
a^{\prime} & =l+1-i \alpha / k^{\prime} \\
b & =2 \lambda+1 \\
s & =\mu+i\left(k^{\prime}+k^{\prime \prime}\right)
\end{aligned}
$$

Using standard properties of the hypergeometric function, it is easy to show that the integral (3.12) is convergent. Furthermore, from the asymptotic form of the hypergeometric function, ${ }^{25}$ it follows that

$$
\left|T_{c}\left(k^{\prime}, k^{\prime \prime}\right)\right| \leq f\left(k^{\prime}, k^{\prime \prime}\right) \lambda^{-\frac{1}{2}} e^{-\alpha \lambda}
$$

where

$$
\begin{equation*}
\alpha=\cosh ^{-1}\left[\left(\mu^{2}+k^{\prime 2}+k^{\prime \prime 2}\right) / 2 k^{\prime} k^{\prime \prime}\right] \tag{3.13}
\end{equation*}
$$

and the precise form of the function $f\left(k^{\prime}, k^{\prime \prime}\right)$ is unimportant. Substitution of the bound (3.13) into the norm (3.12) shows the latter to be $O\left(\lambda^{-\frac{1}{2}}\right)$ as $|\lambda| \rightarrow \infty$ anywhere in the right half-plane $\operatorname{Re} \lambda>0$. This means that the solution $T^{+}$of Eq. (3.11) can be arbitrarily well approximated by $T_{c}$ when $\lambda$ is sufficiently large, which, in turn, implies that $T^{+}$satisfies a bound of the same type as $T_{c}$ for large $|\lambda|$, namely, Eq. (3.13). This is the desired result.
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#### Abstract

A statistical-mechanical theory of fields is developed. Since a field has an infinite number of degrees of freedom, it is natural and convenient to use functional methods for its description. The most general statistical-mechanical state for a field is represented by a distribution functional which satisfies a functional differential equation analogous to the Liouville equation. The functional Fourier transform (characteristic functional) is introduced and its properties are studied. Multitime functionals and various reduced distribution functions are also discussed. The formalism is applied to the free electromagnetic fields as well as to a system of charged particles (plasma) interacting via the electromagnetic field.


## INTRODUCTION

The statistical theory of charged particles and electromagnetic fields has been for some time a problem of great interest. Usually, the statistics of the field enters only indirectly through relations between the field and the fluctuating charge and current densities due to the particles. However, in 1957 Brittin ${ }^{1}$ and, independently, Harris, ${ }^{2}$ developed an approach in which the fields expressed in terms of the oscillator variables were treated statistically on an equal footing with the particles by means of an extended phase space. This approach has been used by several people to derive kinetic equations. ${ }^{3}$ However, it has some inherent difficulties ${ }^{4}$ which can, to a large extent, be traced to the fact that for many cases the oscillator coordinates do not provide the most appropriate description of the electromagnetic field. In many ways it is more satisfactory to have a statistical theory in terms of the actual measurable electric and magnetic fields. Such a theory is presented here and it is shown to provide a very succinct and powerful way of describing such a system.

By its very nature, this description leads to the introduction of probability functionals because the corresponding "phase space" is a function space. Functional descriptions are not new in kinetic theory. They have been used to describe Brownian motion, ${ }^{5}$ to re-express the BBKGY hierarchy, ${ }^{6}$ and to treat the

[^130]problem of turbulent fluids. ${ }^{7,8}$ Of course, the methods of functional analysis are still not developed to a point where there are many techniques for solving explicit problems. However, in many problems, particularly in quantum field theory, ${ }^{9}$ they have proved very useful. Thus, it is important to formulate certain problems in functional terms-especially problems involving fluctuating fields. Such problems are most naturally expressed in functional form. Several authors have considered the latter problem in the recent past in connection with charged particles with only longitudinal fields present. ${ }^{10,11}$

In this paper we consider the general problem of the description of statistically fluctuating fields. Such fields might be the hydrodynamic velocity field of fluids, the average one-particle phase-space distribution function for particles, or the exact microscopic phase-space distribution function for particles. We derive general expressions for the functional Liouville equation for systems described by such fields. We then introduce the characteristic functional which obeys an equation of motion derived from the Liouville equation. The characteristic functional is of particular interest in turbulence, because various moments of the field are given very simply in terms of the characteristic functional. ${ }^{7.8}$ The theories of Hopf, ${ }^{7}$ and Rosen, ${ }^{8}$ and Nakayama and Dawson ${ }^{10}$ are included within the general formalism presented here. A rigorous foundation for the work of Dupree ${ }^{12}$ is also given.

## I. DISTRIBUTION FUNCTIONALS

A field is thought of as a real function $\phi(x)$ defined on some underlying space whose points are denoted

[^131]by $x$ (usually, $x$ denotes a point in some Euclidean $n$-space $E_{n}$ ). The function $\phi$ may have any (finite) number $r$ of components ${ }^{13} \phi_{i}$. The field, in general, depends upon the time $t$, and is assumed to satisfy a partial differential equation which is of first order in time
\[

$$
\begin{equation*}
\frac{\partial \hat{\phi}}{\partial t}=\Lambda[\hat{\phi}], \quad \text { i.e., } \quad \frac{\partial \hat{\phi}_{i}}{\partial t}=\Lambda_{i}[\hat{\phi}], \quad i=1, \cdots, r . \tag{1}
\end{equation*}
$$

\]

In general, $\Lambda$ may be a nonlinear operator, but it does not depend upon time. The "caret" over $\phi$ indicates that $\hat{\phi}$ is a time-dependent field which satisfies Eq. (1). If $\phi$ is a field which does not depend upon time, we define $\dot{\phi}(x)$ as

$$
\begin{equation*}
\dot{\phi}(x) \equiv \Lambda[\phi] . \tag{2}
\end{equation*}
$$

The statistical description of the field may be accomplished by the use of a field distribution functional $F=F[\phi, t]$. Roughly speaking, $F$ is a "function" of the values $\phi(x), \phi\left(x^{\prime}\right), \cdots$ of $\phi$ at all the points $x$ in $E_{n}$. The functional $F$ is the probability density for the field $\phi(x)$, which signifies that $F[\phi, t] d[\phi]$ is the probability that at time $t$ the field is found to be $\phi(x)$ within the volume element $d[\phi]$ of function space. ${ }^{14}$ We normalize $F$ to unity:

$$
\begin{equation*}
\int F[\phi, t] d[\phi]=1 \tag{3}
\end{equation*}
$$

The distribution functional satisfies the continuity equation (conservation of probability):

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\int d x \Lambda[x, \phi] \frac{\delta}{\delta \phi(x)} F=0 \tag{4}
\end{equation*}
$$

where we have assumed that $\delta \Lambda[x, \phi] / \delta \phi(x)=0 .{ }^{15}$ The functional derivative is defined as the distribution ${ }^{14} \delta F / \delta \phi$ in the following expression

$$
\begin{equation*}
\left.\frac{d}{d \lambda} F\left[\phi+\lambda \phi_{1}\right]\right]_{\lambda=0}=\left(\frac{\delta F}{\delta \phi}, \phi_{1}\right) \tag{5}
\end{equation*}
$$

where the scalar product ( $\delta F / \delta \phi, \phi_{1}$ ) for real functions is defined by

$$
\int d x \frac{\delta F[\phi]}{\delta \phi(x)} \phi_{1}(x) .
$$

[^132]Equation (4) may be written in operator form

$$
\begin{equation*}
\frac{\partial F}{\partial t}+L F=0 \tag{6}
\end{equation*}
$$

with the Liouville operator defined as

$$
\begin{equation*}
L \equiv \int d x \Lambda[x, \phi] \frac{\delta}{\delta \phi(x)} \tag{7}
\end{equation*}
$$

Average values $\langle G\rangle$ of functionals $G[\phi, t]$ of the field are computed through functional integration of the product of $F$ and $G$ :

$$
\begin{equation*}
\langle G[\phi]\rangle=\int F[\phi, t] G[\phi, t] d[\phi] \equiv\langle F, G\rangle \tag{8}
\end{equation*}
$$

In the above equation, $\langle F, G\rangle$ defines a scalar product for functionals.

The Liouville operator is skew-symmetric with respect to the scalar product $\langle F, G\rangle$ :

$$
\begin{equation*}
\langle L F, G\rangle=-\langle F, L G\rangle, \tag{9}
\end{equation*}
$$

where it is assumed that $F$ and $G$ are in the domain of $L$.

The formal solution of Eq. (6) is expressed by

$$
\begin{equation*}
F[\phi, t]=e^{-t L} F_{0}[\phi], \tag{10}
\end{equation*}
$$

$F_{0}[\phi]$ being the value of $F$ at time zero. Equation (10) may also be expressed in terms of the solution $\hat{\phi}(-t)$ of Eq. (1) which has the value $\phi(x)$ at time zero:

$$
\begin{equation*}
F[\phi, t]=F_{0}[\hat{\phi}(-t)], \quad \hat{\phi}(0) \equiv \phi \tag{11}
\end{equation*}
$$

Equation (11) follows from the fact that probability is conserved along the natural motion of the system. The equation of motion for average values of functionals of $\phi$ is obtained directly through

$$
\begin{align*}
\frac{d}{d t}\langle G[\phi]\rangle & =\left\langle\frac{\partial F}{\partial t}, G\right\rangle \\
& =-\langle L F, G\rangle \\
& =\langle F, L G\rangle \equiv\langle F, \dot{G}\rangle \tag{12}
\end{align*}
$$

with $\dot{G} \equiv L G$. (If $G$ has an explicit dependence upon time, we must define $\dot{G}$ as $L G+\partial G / \partial t$.) We may also introduce "Heisenberg" operators $\hat{G}(t)$ which carry all of the time evolution. That is,

$$
\begin{align*}
\langle G\rangle & =\langle F(t), G\rangle=\left\langle e^{-t L} F_{0}, G\right\rangle \\
& =\left\langle F_{0}, e^{t L} G\right\rangle=\left\langle F_{0}, \hat{G}(t)\right\rangle, \tag{13}
\end{align*}
$$

where $\hat{G}(t) \equiv e^{t L} G$. Thus, $\langle G\rangle_{t}=\langle\hat{G}(t)\rangle_{0}$ which means that all statistical averaging may be done at the initial time. In the above equations, $G$ itself may depend explicitly upon time.

If the delta functional $\Delta[\phi]$ is introduced (see Appendix A ) having the properties

$$
\begin{gather*}
\Delta[\phi]=0, \quad \phi \not \equiv 0, \\
\int \Delta[\phi] d[\phi]=1, \\
\int \Delta\left[\phi_{1}-\phi_{2}\right] G\left[\phi_{2}\right] d\left[\phi_{2}\right]=G\left[\phi_{1}\right], \tag{14}
\end{gather*}
$$

we may recover solutions of the exact field equations by choosing $F_{0}[\phi]=\Delta\left[\phi-\phi_{0}\right]$. In fact, for any functional $G[\phi]$, we have

$$
\begin{align*}
\langle G[\phi]\rangle & =\int G[\phi] e^{-L(\phi) t} \Delta\left[\phi-\phi_{0}\right] d[\phi] \\
& =\int\left(e^{L(\phi) t} G[\phi]\right) \Delta\left[\phi-\phi_{0}\right] d[\phi] \\
& =e^{L\left(\phi_{0}\right)} G\left[\phi_{0}\right]=G\left[e^{L\left(\phi_{0}\right) t} \phi_{0}\right]=G[\hat{\phi}(x, t)] . \tag{15}
\end{align*}
$$

In particular for $G=\phi$,

$$
\begin{equation*}
\langle\phi(x)\rangle=\hat{\phi}(x, t)=e^{t L\left(\phi_{0}\right)} \phi_{0} . \tag{16}
\end{equation*}
$$

We note that $\hat{\phi}(x, t)$ is a functional of $\phi_{0}$, the value of $\hat{\phi}$ at $t=0$, and that the integration of Eq. (1) is equivalent to Eq. (16). For from Eq. (1), it follows that

$$
\hat{\phi}\left[\phi_{0}, t\right]=\phi_{0}+\int_{0}^{t} \Lambda\left[\hat{\phi}\left(\phi_{0}, t\right)\right] d t
$$

and, from Eq. (15),

$$
\begin{align*}
\hat{\phi}\left[\phi_{0}, t\right] & =\phi_{0}+\int_{0}^{t} e^{t L\left(\phi_{0}\right)} \Lambda\left[\phi_{0}\right] d t \\
& =\phi_{0}+\frac{e^{t L\left(\phi_{0}\right)}-1}{L\left(\phi_{0}\right)} \Lambda\left[\phi_{0}\right] \\
& =\phi_{0}+\frac{e^{t L\left(\phi_{0}\right)}-1}{L\left(\phi_{0}\right)} L\left(\phi_{0}\right) \phi_{0} \\
& =e^{t L\left(\phi_{0}\right)} \phi_{0} \tag{17}
\end{align*}
$$

Conversely, from $\hat{\phi}(t)=e^{t L\left(\phi_{0}\right)} \phi_{0}$, it follows that

$$
\begin{align*}
\hat{\phi}(t) & =\phi_{0}+\left(e^{t L\left(\phi_{0}\right)}-1\right) \phi_{0} \\
& =\phi_{0}+\frac{e^{t L\left(\phi_{0}\right)}-1}{L\left(\phi_{0}\right)} L\left(\phi_{0}\right) \phi_{0} \\
& =\phi_{0}+\int_{0}^{t} e^{\tau L\left(\phi_{0}\right)} d \tau \Lambda\left[\phi_{0}\right] \\
& =\phi_{0}+\int_{0}^{t} d \tau \Lambda\left[e^{\tau L\left(\phi_{0}\right)} \phi_{0}\right] \\
& =\phi_{0}+\int_{0}^{t} d \tau \Lambda[\hat{\phi}(\tau)], \tag{18}
\end{align*}
$$

where we have used the fact that

$$
\begin{aligned}
L\left(\phi_{0}\right) \phi_{0}(x) & =\int d x^{\prime} \Lambda\left[x^{\prime}, \phi_{0}\right] \frac{\delta}{\delta \phi_{0}\left(x^{\prime}\right)} \phi_{0}(x) \\
& =\Lambda\left[x, \phi_{0}\right]=\dot{\phi}_{0} .
\end{aligned}
$$

The distribution functional $F[\phi, t]$ may also be expressed in terms of an average of a delta functional, since

$$
\begin{align*}
F[\phi, t] & =F_{0}[\phi(-t)]=\int F_{0}\left[\phi_{1}\right] \Delta\left[\phi_{1}-\hat{\phi}(-t)\right] d\left[\phi_{1}\right] \\
& =\langle\Delta[\phi-\hat{\phi}(-t)]\rangle_{0} . \tag{19}
\end{align*}
$$

This form for $F[\phi, t]$ is useful if we wish to consider averages of functionals at different times. For example, if we want the average value of $\hat{G}\left[\hat{\phi}\left(t_{1}\right), \hat{\phi}\left(t_{2}\right), \cdots\right.$, $\left.\hat{\phi}\left(t_{n}\right)\right]$, we may write

$$
\begin{align*}
&\left\langle\hat{G}\left[\hat{\phi}\left(t_{1}\right), \cdots, \hat{\phi}\left(t_{n}\right)\right]\right\rangle \\
&= \int_{n} F_{n}\left[\phi_{1}, t_{1} ; \phi_{2}, t_{2} ; \cdots ; \phi_{n}, t_{n}\right] \\
& \times G\left[\phi_{1}, \phi_{2} \cdots \phi_{n}\right] d\left[\phi_{1}\right] \cdots d\left[\phi_{n}\right], \tag{20}
\end{align*}
$$

where we have introduced the multiple-time distribution functional $F_{n}\left[\phi_{1}, t_{1} ; \cdots ; \phi_{n}, t_{n}\right]$. However, we now show that, since all the statistical information is contained in $F[\phi, t]=F_{1}[\phi, t]$, we may express $F_{n}$ in terms of $F$. In fact,
$\left\langle\hat{G}\left[\hat{\phi}\left(t_{1}\right), \cdots, \hat{\phi}\left(t_{n}\right)\right]\right\rangle$
$=\int F[\phi, 0] \hat{G}\left[\hat{\phi}\left(t_{1}\right), \hat{\phi}\left(t_{2}\right) \cdots \hat{\phi}\left(t_{n}\right)\right] d[\phi]$
$=\int F[\phi, 0] \int \Delta\left[\phi_{1}-\hat{\phi}\left(t_{1}\right)\right]$
$\times \Delta\left[\phi_{2}-\hat{\phi}\left(t_{2}\right)\right] \cdots \Delta\left[\phi_{n}-\hat{\phi}\left(t_{n}\right)\right]$
$\times G\left[\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right] d\left[\phi_{1}\right] \cdots d\left[\phi_{n}\right] d[\phi]$
$=\int F[\phi, 0] \exp \left\{-\sum_{i=1}^{n} L_{i} t_{i}\right\}$
$\times \Delta\left[\phi_{1}-\phi\right] \Delta\left[\phi_{2}-\phi\right] \cdots \Delta\left[\phi_{n}-\phi\right]$
$\times G\left[\phi_{1}, \cdots, \phi_{n}\right] d\left[\phi_{1}\right] \cdots d\left[\phi_{n}\right] d[\phi]$.
Therefore,

$$
\begin{align*}
& F_{n}\left[\phi_{1}, t_{1} ; \phi_{2}, t_{2} ; \cdots ; \phi_{n}, t_{n}\right] \\
& =\int d[\phi] F[\phi, 0] \exp \left\{-\sum_{i=1}^{n} L_{i} t_{i}\right\} \\
& \quad \times \Delta\left[\phi_{1}-\phi\right] \cdots \Delta\left[\phi_{n}-\phi\right] \\
& =\int d[\phi] F[\phi, 0] \exp \left\{-\sum_{i=1}^{n} L_{i} t_{i}\right\} \\
& \quad \times \Delta\left[\phi_{1}-\phi\right] \Delta\left[\phi_{2}-\phi_{1}\right] \cdots \Delta\left[\phi_{n}-\phi_{1}\right] \\
& =\int d[\phi] F[\phi, 0] \Delta\left[\hat{\phi}_{1}\left(-t_{1}\right)-\phi\right] \\
& \quad \times \exp \left\{-\sum_{i=1}^{n} L_{i} t_{i}\right)^{\prime} \Delta\left[\phi_{2}-\phi_{1}\right] \cdots \Delta\left[\phi_{n}-\phi_{1}\right] \\
& = \\
& =F\left[\phi_{1} t_{1}\right] \exp \left\{-\sum_{i=1}^{n} L_{i} t_{i}\right\} \Delta\left[\phi_{2}-\phi_{1}\right] \cdots \Delta\left[\phi_{n}-\phi_{1}\right] \\
& =F\left[\phi_{1} t_{1}\right] \Delta\left[\hat{\phi}_{2}\left(-t_{2}\right)-\hat{\phi}_{1}\left(-t_{1}\right)\right] \cdots  \tag{23}\\
& \quad \Delta\left[\hat{\phi}_{n}\left(-t_{n}\right)-\hat{\phi}_{1}\left(-t_{1}\right)\right],
\end{align*}
$$

which shows that all multiple-time correlations may be expressed in terms of $F[\phi, t]$, the single-field distribution functional.

## II. REDUCED DISTRIBUTION FUNCTIONS

The specification of $F[\phi, t]$ requires an enormous amount of statistical information which must be given at the same time, say time zero. Many questions do not require such a vast amount of information for their elucidation. For example, if $G$ is an ordinary function of the field variables $G=G\left[\phi\left(x_{1}\right), \phi\left(x_{2}\right), \cdots\right.$, $\left.\phi\left(x_{n}\right)\right]$, we have for the average of $G$ :

$$
\begin{align*}
\langle G\rangle= & \left\langle\int \cdots \int G\left(\phi_{1}, \cdots, \phi_{n}\right)\right. \\
& \left.\times \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) \cdots \delta\left(\phi_{n}-\phi\left(x_{n}\right)\right) d \phi_{1} \cdots d \phi_{n}\right\rangle \\
= & \iint G\left(\phi_{1}, \cdots, \phi_{n}\right) d \phi_{1} \cdots d \phi_{n} \\
& \times\left\langle\delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) \cdots \delta\left(\phi_{n}-\phi\left(x_{n}\right)\right)\right\rangle \\
\equiv & \iint_{d} d \phi_{1} \cdots d \phi_{n} G\left(\phi_{1}, \cdots, \phi_{n}\right) \\
& \times f_{n}\left(\phi_{1}, x_{1} ; \phi_{2}, x_{2} ; \cdots \phi_{n}, x_{n} ; t\right) \tag{24}
\end{align*}
$$

where $\phi_{1}, \cdots, \phi_{n}$ are numerical-valued quantities and $f_{n} d \phi_{1} \cdots d \phi_{n}$ may be regarded as the probability that at time $t$ the field has the value $\phi_{1}$ at $x_{1}, \dot{\phi}_{2}$ at $x_{2}, \cdots$, and $\phi_{n}$ at $x_{n}$ within the range $d \phi_{1}, \cdots, d \phi_{n}$. Of particular interest are the moments $\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle$ which are simply related to $f_{n}$ :
$\left\langle\phi\left(x_{1}\right) \cdots \phi\left(x_{n}\right)\right\rangle$

$$
\begin{equation*}
=\int \phi_{1} \phi_{2} \cdots \phi_{n} f_{n}\left(\phi_{1}, \cdots, \phi_{n} t\right) d \phi_{1} \cdots d \phi_{n} \tag{25}
\end{equation*}
$$

The Heisenberg picture may be used to obtain a particularly useful form for $f_{n}$

$$
\begin{align*}
f_{n}\left(x_{1} \phi_{1},\right. & \left.\cdots, x_{n} \phi_{n} t\right) \\
& =\left\langle\prod_{i=1}^{n} \delta\left(\phi_{i}-\phi\left(x_{i}\right)\right)\right\rangle \\
& =\left\langle e^{-t L} F_{0}, \prod_{i=1}^{n} \delta\left(\phi_{i}-\phi\left(x_{i}\right)\right)\right\rangle \\
& =\left\langle F_{0}, \prod_{i=1}^{n} \delta\left(\phi_{i}-\hat{\phi}\left(x_{i}, t\right)\right)\right\rangle \\
& =\left\langle\delta\left(\phi_{1}-\hat{\phi}\left(x_{i} t\right)\right) \cdots \delta\left(\phi_{n}-\hat{\phi}\left(x_{n} t\right)\right)\right\rangle_{0} \tag{26}
\end{align*}
$$

The latter form has been used by Dupree ${ }^{12}$ in his treatment of radiation and plasmas.

If we consider an arbitrarily large volume $V$ of the underlying space $E_{n}$, and divide $V$ into an arbitrarily
large but finite number $M$ of cells $\Delta \tau_{\alpha}, \alpha=1, \cdots, M$, $V=\sum_{\alpha} \Delta \tau_{\alpha}$, then we may "project" the function $\phi(x)$ upon the cells $\Delta \tau_{\alpha}$ and write an approximate expression:

$$
\begin{equation*}
\phi(x) \sim \sum_{\alpha=1}^{M} \Phi_{\alpha} E_{\alpha}(x) \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\phi}_{\alpha} \equiv \frac{1}{\Delta \tau_{\alpha}} \int \phi(x) E_{\alpha}(x) d x \tag{28}
\end{equation*}
$$

where $E_{\alpha}(x)$ is the characteristic function for the cell $\Delta \tau_{\alpha}\left[E_{\alpha}(x)=1\right.$ if $x \in \Delta \tau_{\alpha}$, and $E_{\alpha}(x)=0$ otherwise $]$. The distribution functional, then, is approximately a function of the $M$ variables $\bar{\phi}_{\alpha}$ :

$$
\begin{equation*}
F[\phi] \sim F_{M I}\left[\bar{\phi}_{1} \cdots \bar{\phi}_{\alpha} \cdots \bar{\phi}_{M I} t\right] \tag{29}
\end{equation*}
$$

and, apart from the normalization constant,

$$
\begin{align*}
& \int F[\phi] d[\phi] \\
& \quad \sim \int F_{M}\left[\phi_{1}, \cdots, \bar{\phi}_{M} t\right] d \bar{\phi}_{1} d \bar{\phi}_{2} \cdots d \bar{\phi}_{M}=1 \tag{30}
\end{align*}
$$

Further, if the $x_{1}, \cdots, x_{n}$ in Eq. (26) correspond to cells $\alpha_{1}, \alpha_{2} \cdots \alpha_{n}$, we have approximately

$$
\begin{align*}
& f_{n}\left(x_{1}, \phi_{1}, \cdots, x_{n} \phi_{n} t\right) \\
& \quad \sim \int F_{M}\left[\bar{\phi}_{1}, \cdots, \Phi_{n}\right] \prod_{i=1}^{n} \delta\left(\phi_{i}-\bar{\phi}_{\alpha_{i}}\right) \prod_{\alpha=1}^{M} d \bar{\phi}_{\alpha} . \tag{31}
\end{align*}
$$

The above argument also shows how, in a manner similar to that used in Wiener measure, ${ }^{5}$ we can recover the full distribution functional by allowing $n$ in $f_{n}$ to become infinite in a suitable way such that $\left(\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right) \rightarrow \phi(x)$.

The equations of motion for $f_{n}$ form a hierarchy similar to the BBGKY hierarchy of ordinary statistical mechanics. These equations may be derived from the equation of motion for $F[\phi, t]$ or from that of $\phi$ using Eq. (26). We can also introduce multitime correlation functions, most simply defined by

$$
\begin{align*}
f_{n}\left(x_{1} t_{1} \phi_{1} ; x_{2} t_{2} \phi_{2} ; \cdots ;\right. & \left.x_{n} t_{n} \phi_{n}\right) \\
& =\left\langle\prod_{i=1}^{n} \delta\left[\phi_{i}-\hat{\phi}\left(x_{i} t_{i}\right)\right]\right\rangle_{0} \tag{32}
\end{align*}
$$

which find application to fluctuation phenomena. ${ }^{12}$
We next proceed to the equations satisfied by $f_{n}$, and to this end we introduce a generating functional $\mathcal{G}[u(x, \phi)]$ for $f_{n}$ by means of

$$
\begin{align*}
\Theta[u, t]=1 & +\sum_{n=1}^{\infty} \frac{1}{n!} \int \cdots \int d 1 \cdots d n \\
& \times f_{n}(1,2, \cdots, n, t) u(1) u(2) \cdots u(n) \tag{33}
\end{align*}
$$

where $1 \equiv x_{1}, \phi_{1}, 2 \equiv x_{2}, \phi_{2}$, etc., and $d 1=d x_{1} d \phi_{1}$, $\cdots$. We have

$$
\begin{equation*}
f_{n}(1, \cdots, n, t)=\left[\frac{\delta^{n} G[u]}{\delta u(1) \cdots \delta u(n)}\right]_{u=0} \tag{34}
\end{equation*}
$$

From the definition (31) of $f_{n}$, it follows that

$$
\begin{align*}
\mathcal{S}[u, t]= & \sum_{n=0}^{\infty} \frac{1}{n!} \int \cdots \int d 1 \cdots d n \\
& \times\left\langle\prod_{i=1}^{n} \delta\left(\phi_{i}-\phi\left(x_{i}\right)\right)\right\rangle u(1) \cdots u(n),  \tag{35}\\
\mathcal{S}[u, t]= & \left\langle\exp \left[\int d 1 \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) u(1)\right]\right\rangle \\
= & \int F[\phi, t] \exp \left[\int d 1 \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) u(1)\right] d[\phi] . \tag{36}
\end{align*}
$$

We set $E[\phi, u]=\exp \left[\int d 1 \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) u(1)\right]$ so that

$$
\begin{equation*}
\mathscr{G}=\int F \cdot E d[\phi]=\langle F, E\rangle \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathcal{S}}{\partial t}=\left\langle\frac{\partial F}{\partial t}, E\right\rangle=-\langle L F, E\rangle=\langle F, L E\rangle \tag{38}
\end{equation*}
$$

where $L=\int d x \Lambda[x, \phi] \delta / \delta \phi(x)$. We note that, since

$$
\begin{equation*}
\frac{\partial E}{\delta \phi(x)}=E \int d \phi_{1} \delta\left(\phi_{1}-\phi(x)\right) \frac{\partial u(1)}{\partial \phi_{1}} \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\delta E}{\delta u(1)}=E \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right), \tag{40}
\end{equation*}
$$

we have

$$
\begin{align*}
\frac{\partial \mathcal{G}}{\partial t}= & \left\langle F, \int d x \Lambda[x, \phi(\cdot)] \int d \phi_{1} \delta\left(\phi_{1}-\phi(x)\right) \frac{\partial u\left(x \phi_{1}\right)}{\partial \phi_{1}} E\right\rangle \\
= & \left\langle F, \int d x \Lambda\left[x, \int \phi_{1} \delta\left(\phi_{1}-\phi(\cdot)\right) d \phi_{1}\right]\right.  \tag{41}\\
& \left.\times \int d \phi_{2} \delta\left(\phi_{2}-\phi(x)\right) \frac{\partial u\left(x \phi_{2}\right)}{\partial \phi_{2}} E\right\rangle  \tag{42}\\
= & \left\langle F, \int d x \Lambda\left[x, \int d \phi_{1} \phi_{1} \frac{\delta}{\delta u\left(\cdot \phi_{1}\right)}\right]\right. \\
& \left.\times \int d \phi_{2} \frac{\partial u\left(x \phi_{2}\right)}{\partial \phi_{2}} \frac{\delta}{\delta u\left(x \phi_{2}\right)} E\right\rangle \tag{43}
\end{align*}
$$

or, finally,

$$
\begin{align*}
\frac{\partial \mathcal{G}}{\partial t}= & \iint d x d \phi \frac{\partial u(x \phi)}{\partial \phi} \frac{\delta}{\delta u(x \phi)} \\
& \times \Lambda\left[x, \int d \phi_{1} \phi_{1} \frac{\delta}{\delta u\left(\cdot \phi_{1}\right)}\right] \Theta . \tag{44}
\end{align*}
$$

For applications it is important to note that

$$
\begin{equation*}
\frac{\delta^{2} \Theta}{\delta u\left(x, \phi_{1}\right) \delta u\left(x, \phi_{2}\right)}=\delta\left(\phi_{1}-\phi_{2}\right) \frac{\delta \mathcal{G}}{\delta u\left(x, \phi_{1}\right)} . \tag{45}
\end{equation*}
$$

The above equation expresses the fact that

$$
\begin{equation*}
f_{2}\left(x, \phi_{1} ; x, \phi_{2}\right)=\delta\left(\phi_{1}-\phi_{2}\right) f_{1}\left(x \phi_{1}\right), \quad \text { etc. } \tag{46}
\end{equation*}
$$

We may obtain an expression for $\partial f_{n} / \partial t$ by differentiating Eq. (44) $n$ times with respect to $u(1), \cdots, u(n)$ and setting $u \equiv 0$ :
$\frac{\partial f_{n}}{\partial t}\left(x_{1}, \phi_{1} ; \cdots ; x_{n}, \phi_{n} ; t\right)$

$$
\begin{align*}
= & \left.\frac{\partial}{\partial t} \frac{\delta^{n} \mathfrak{G}}{\delta u(1) \cdots \delta u(n)}\right|_{u=0} \\
= & \iint d x d \phi \sum_{i=1}^{n} \delta\left(x-x_{i}\right) \frac{\partial \delta\left(\phi-\phi_{i}\right)}{\partial \phi} \\
& \times\left.\Lambda\left[x \int d \phi_{1} \phi_{1} \frac{\delta}{\partial u\left(\cdot \phi_{1}\right)}\right] \frac{\delta^{n}}{\delta u(1) \cdots \delta u(n)} \mathcal{G}\right|_{u=0} \tag{47}
\end{align*}
$$

The general structure of the hierarchy (47) depends, of course, upon $\Lambda[x, \phi]$, but it is clear, in general, that Eq. (47) couples $f_{n}$ to $f_{m}, m>n$.

As a special case we consider $\Lambda[x \phi]=A \phi(x)+$ $D \phi(x)$, where $A$ is a constant matrix and $D$ is a matrix involving derivatives with respect to $x$. Then making use of Eq. (45), we find that

$$
\begin{align*}
\frac{\partial f_{n}}{\partial t}+\sum_{k=1}^{n} A \phi_{k} & \frac{\partial f_{n}}{\partial \phi_{k}}+\int d(n+1) \\
& \times \sum_{k=1}^{n}\left[D_{k} \delta\left(x_{k}-x_{n+1}\right)\right] \phi_{n+1} \frac{\partial f_{n+1}}{\partial \phi_{k}}=0 \tag{48}
\end{align*}
$$

A very simple example consists of a linear string. Here, $\phi=\binom{y(x)}{v(x)}$, where $y(x)$ is the transverse displacement of the string at the position $x$ along the string, and $\mathbf{v}(x)$ is the transverse velocity. The equations of motion are:

$$
\begin{equation*}
\dot{\phi}=\binom{\dot{\mathbf{y}}(x)}{\dot{\mathbf{v}}(x)}=\binom{\mathbf{v}(x)}{c^{2} \mathbf{y}^{\prime \prime}(x)} \tag{49}
\end{equation*}
$$

so that $A \phi=\left(\begin{array}{l}\binom{v}{0} \text { and }, ~\end{array}\right.$

$$
D \phi=c^{2} \frac{d^{2}}{d x^{2}}\binom{0}{\mathbf{y}(x)}
$$

Therefore the hierarchy for the linear string is ${ }^{16,17}$

$$
\begin{gather*}
\frac{\partial f_{n}}{\partial t}\left(\mathbf{x}_{1}, \mathbf{y}_{1}, \mathbf{v}_{1} ; \cdots ; \mathbf{x}_{n}, \mathbf{y}_{n}, \mathbf{v}_{n} ; t\right)+\sum_{k=1}^{n} \mathbf{v}_{k} \cdot \frac{\partial}{\partial \mathbf{y}_{k}} f_{n} \\
+c^{2} \sum_{k=1}^{n} \int \delta^{\prime \prime}\left(x_{k}-x_{n+1}\right) \mathbf{y}_{n+1} \cdot \frac{\partial f_{n+1}}{\partial v_{k}}=0 . \tag{50}
\end{gather*}
$$

Equation (44) for $\mathcal{G}$ can be expressed somewhat more simply if one introduces the functional Fourier transform of $\mathcal{G}$ :

$$
\mathcal{G}[u]=\int e^{i(u, v)} \mathcal{N}[v] d[v(x \phi)],
$$

with $(u, v) \equiv \int u(x \phi) v(x \phi) d x d \phi$. Then $f_{n}$ are expressed as moments of $v$ with respect to $\mathcal{P}[v]$ :

$$
\begin{align*}
f_{n}(1, \cdots, n t) & =\left.\frac{\delta^{u} \mathcal{G}}{\delta u(1) \cdots \delta u(n)}\right|_{u=0} \\
& =i^{n} \int v(1) \cdots v(n) \mathcal{N}[u] d[u] \\
& \equiv i^{n}\langle v(1) \cdots v(n)\rangle . \infty . \tag{51}
\end{align*}
$$

The equation satisfied by $N$ ' is obtained from Eq. (44) and reads
$\frac{\partial \mathcal{N}}{\partial t}=\iint d x d \phi \frac{\partial v(x, \phi)}{\partial \phi} \Lambda\left[x, i \int d \phi_{1} \phi_{1} v\left(\cdot \phi_{1}\right)\right] \frac{\delta \mathcal{N}}{\delta v(x \phi)}$.

It is important to note that, as a result of relation (45), we have

$$
\begin{equation*}
\left.i^{2} v\left(x \phi_{1}\right) v\left(x \phi_{2}\right)\right)^{\prime}=i \delta\left(\phi_{1}-\phi_{2}\right) v\left(x \phi_{1}\right) \mathcal{N} \tag{53}
\end{equation*}
$$

We now present another way of obtaining expressions for the functions $f_{n}$. From the definition Eq. (31), we have

$$
\begin{equation*}
f_{n}(1, \cdots, n t)=\int \prod_{i=1}^{n} \delta\left(\phi_{1}-\phi\left(x_{i}\right)\right) F[\phi] d[\phi] \tag{54}
\end{equation*}
$$

Let

$$
\begin{align*}
F[\phi] & =\int e^{i\left(\phi, \phi_{1}\right)} G\left[\phi_{1}\right] d\left[\phi_{1}\right], \\
\left(\phi, \phi_{1}\right) & \equiv \int \phi(x) \phi_{1}(x) d x, \tag{55}
\end{align*}
$$

[^133]then
\[

$$
\begin{align*}
f_{n}= & \int e^{i\left(\phi, \phi_{1}\right)} \prod_{i=1}^{n} \delta\left(\phi_{1}-\phi\left(x_{1}\right)\right) G\left[\phi_{1}\right] d[\phi] d\left[\phi_{1}\right] \\
= & \frac{1}{(2 \pi)^{n r}} \iint e^{i\left(\phi, \phi_{1}\right)} \int \prod_{i=1}^{n} d \omega_{i} \\
& \times \exp \left\{i \sum_{i=1}^{n} \omega_{i}\left(\phi_{i}-\phi(x)\right)\right\} G\left[\phi_{1}\right]\left[d \phi_{1}\right][d \phi] \\
= & \frac{1}{(2 \pi)^{n r}} \int \exp \left\{i \sum_{i=1}^{n} \omega_{i}\left(\phi_{i}-\phi(x)\right)\right\} \\
& \times g_{n}\left(x_{1}, \omega_{1} ; \cdots ; x_{n}, \omega_{n} ; t\right) d \omega_{1} \cdots d \omega_{n} \tag{56}
\end{align*}
$$
\]

with

$$
\begin{align*}
g_{n} \equiv & \equiv \iint d[\phi] d\left[\phi_{1}\right] e^{i\left(\phi, \phi_{1}\right)} \\
& \times \exp \left\{-i \int \sum_{i=1}^{n} \omega_{i} \delta\left(x-x_{i}\right) \phi(x) d x\right\} G\left[\phi_{1}\right] \\
= & G\left[\chi_{n}\right], \tag{57}
\end{align*}
$$

where $\chi_{n}(x) \equiv \sum_{i=1}^{n} \omega_{i} \delta\left(x-x_{i}\right)$. In order to obtain Eq. (57), we made use of the delta functional defined by Eq. (14). It is interesting to observe that the value of the functional Fourier transform $G$ of $F$ for the argument $\chi_{n}$ gives the ordinary Fourier transform $g_{n}$ of $f_{n}$.

Expressions for the moments or field correlations, ${ }^{18}$

$$
\begin{aligned}
& \left\langle\phi\left(x_{1}\right)^{n_{1}} \phi\left(x_{2}\right)^{n_{2}} \cdots \phi\left(x_{s}\right)^{\left.n_{s}\right\rangle}\right. \\
& \quad \equiv \int f_{s}\left(x_{1} \phi_{1}, \cdots, x_{s} \phi_{s}\right) \phi_{1}^{n_{1}} \cdots \phi_{s}^{n_{s}} d \phi_{1} \cdots d \phi_{s}
\end{aligned}
$$

may be obtained directly. Since

$$
\frac{1}{(2 \pi)^{r}} \int e^{i \omega \phi} \phi^{n} d \phi=(-i)^{|n|} \delta^{(n)}(\omega),
$$

where $|n| \equiv n^{1}+n^{2}+\cdots+n^{r}$, Eq. (55), when used in the above expression for the moments, yields

$$
\begin{align*}
& \left\langle\phi\left(x_{1}\right)^{n_{1}} \phi\left(x_{2}\right)^{n_{2} \cdots \phi\left(x_{s}\right)^{\left.n_{s}\right\rangle}}\right. \\
& =(i)^{\langle | n_{1}\left|+\left|n_{2}\right|+\cdots+\left|n_{s}\right|\right)} \frac{\partial^{n_{1}+\cdots+n_{s}}}{\left.\partial \omega_{1}^{n_{1} \cdots \partial \omega_{s}^{n_{s}}} G[\chi]\right|_{\omega=0}}  \tag{58}\\
& =(i)^{\left(\left|n_{1}\right|+\left|n_{2}\right|+\cdots+\left|n_{s}\right|\right)} \frac{\partial^{n_{1}+\cdots+n_{s}}}{\delta \phi_{1}\left(x_{1}\right)^{n_{1} \cdots \delta \phi_{1}\left(x_{s}\right)^{n_{s}}}} \\
& \left.\quad \times G\left[\phi_{1}\right]\right]_{\phi_{1}=0} . \tag{59}
\end{align*}
$$

A special case of the above result was first reported by Hopf. ${ }^{7}$

[^134]
## III. SUBSIDIARY CONDITIONS

It may happen that the components of $\phi$ are not independent but satisfy certain subsidiary conditions

$$
\begin{equation*}
S_{k}[\phi]=0, \quad k=1, \cdots, s \tag{60}
\end{equation*}
$$

We may incorporate these conditions by demanding that $F$ be zero unless Eqs. (60) are satisfied ${ }^{16}$ :

$$
\begin{equation*}
S_{k}[\phi] F[\phi, t]=0, \quad k=1, \cdots, s \tag{61}
\end{equation*}
$$

In terms of the functional Fourier transform $G$ of $F$, these subsidiary conditions become

$$
\begin{equation*}
S_{k}\left[i \frac{\delta}{\delta \phi_{1}}\right] G\left[\phi_{1}, t\right]=0, \quad k=1, \cdots, s \tag{62}
\end{equation*}
$$

For example, in the case of the electromagnetic field the condition $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ is reflected in the subsidiary condition

$$
\begin{equation*}
\nabla \cdot \frac{\delta}{\delta \mathbf{B}_{1}(\mathbf{r})} G\left[\mathbf{B}_{1}(\mathbf{r})\right]=0 \tag{63}
\end{equation*}
$$

which guarantees (by setting $\mathbf{B}_{1}$ equal to zero in Eq. 63), $\boldsymbol{\nabla} \cdot\langle\mathbf{B}(\mathbf{r})\rangle=0$.

In certain cases, such as the electromagnetic field, subsidiary conditions on the field are satisfied by virtue of the field equations if they are satisfied initially. In these cases the reflected subsidiary conditions $S_{k}[\phi] F=0$ are satisfied for all times $t>0$, if $S_{k}[\phi] F=0$ at time $t=0$. We prove this assertion as follows: the condition for $S_{k}[\hat{\phi}]$ to be zero if it is zero at time $t=0$, is

$$
\begin{align*}
\frac{\partial S_{k}[\hat{\phi}(x t)]}{\partial t} & =\int d x \dot{\hat{\phi}}(x t) \frac{\delta S_{k}[\hat{\phi}]}{\delta \hat{\phi}(x t)} \\
& =\int d x \Lambda[x, \hat{\phi}] \frac{\delta S_{k}[\hat{\phi}]}{\delta \hat{\phi}(x t)}=0 \tag{64}
\end{align*}
$$

or, for an arbitrary function $\phi(x)$,

$$
\begin{equation*}
\int d x \Lambda[x, \phi] \frac{\delta S_{k}[\phi]}{\delta \phi(x)}=0 \tag{65}
\end{equation*}
$$

However,

$$
\begin{aligned}
S_{k}[\phi] \frac{\partial F}{\partial t} & =\frac{\partial\left(S_{k} F\right)}{\partial t} \\
& =-S_{k} \int d x \Lambda[x, \phi] \frac{\delta F}{\delta \phi(x)} \\
& =-\int d x \Lambda[x, \phi] \frac{\delta\left(S_{k} F\right)}{\delta \phi(x)} \equiv-L\left(S_{k} F\right)
\end{aligned}
$$

by virtue of Eq. (65). Therefore,

$$
\begin{equation*}
S_{k} F(t)=e^{-t L}\left[S_{k} F(0)\right] \tag{66}
\end{equation*}
$$

so that, if $S_{k} F=0$ at time $t=0, S_{k}[\phi] F[\phi, t]=0$, $t>0$. A similar statement applies to $S_{k:}\left[i \delta / \delta \phi_{1}\right] \times$ $G\left[\phi_{1} t\right]=0$.

## IV. FORMAL SOLUTIONS

We have seen (Sec. I) that the solution of $\partial F / \partial t+$ $L F=0$ can be written formally as

$$
\begin{align*}
& F\left[\phi_{2} t_{2}\right]=e^{-\left(t_{2}-t_{1}\right) L_{2}} F\left[\phi_{2}, t_{1}\right] \\
& F\left[\phi_{2} t_{2}\right]=\int e^{-\left(t_{2}-t_{1}\right) L_{2}} \Delta\left[\phi_{2}-\phi_{1}\right] F\left[\phi_{1} t_{1}\right] d\left[\phi_{1}\right] \tag{67}
\end{align*}
$$

which suggests, as has been observed by Rosen, ${ }^{8}$ that it is convenient to introduce a propagator $K\left[\phi_{2} \phi_{1} t_{2} t_{1}\right]$ such that

$$
\begin{equation*}
F\left[\phi_{2} t_{2}\right]=\int K\left[\phi_{2}, \phi_{1}, t_{2}, t_{1}\right] F\left[\phi_{1} t_{1}\right] d\left[\phi_{1}\right] \tag{68}
\end{equation*}
$$

We observe directly that

$$
\begin{align*}
K\left[\phi_{2}, \phi_{1}, t_{2}, t_{1}\right] & =e^{-\left(t_{2}-t_{1}\right) L_{2}} \Delta\left[\phi_{2}-\phi_{1}\right] \\
& =\Delta\left[\hat{\phi}_{2}\left(-t_{2}\right)-\hat{\phi}_{1}\left(-t_{1}\right)\right] \\
& =\Delta\left[\hat{\phi}_{2}\left(t_{1}-t_{2}\right)-\phi_{1}\right] \\
& =\Delta\left[\phi_{2}-\hat{\phi}_{1}\left(t_{2}-t_{1}\right)\right] \tag{69}
\end{align*}
$$

where $\hat{\phi}_{i}(t)$ satisfies the equation $\partial \hat{\phi}_{i} / \partial t=\Lambda\left[\hat{\phi}_{i}\right]$ and $\hat{\phi}_{i}(0)=\phi_{i}, i=1,2 \cdots$. The propagator $K$ satisfies the equation ${ }^{19}$

$$
\begin{equation*}
\frac{\partial K[2,1]}{\partial t_{2}}+L_{2} K_{2}[2,1]=0 \tag{70}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
K\left[\phi_{2}, \phi_{1}, t_{1}, t_{2}\right]=\Delta\left[\phi_{2}-\phi_{1}\right] \tag{71}
\end{equation*}
$$

In addition, it has the semigroup property

$$
\begin{equation*}
K[2,1]=\int K[2,3] d\left[\phi_{3}\right] K[3,1] \tag{72}
\end{equation*}
$$

That the formal solution Eq. (69) has the semigroup property follows from the identity

$$
\begin{equation*}
\Delta\left[\phi_{2}-\phi_{1}\right]=\int \Delta\left[\phi_{2}-\phi_{3}\right] d\left[\phi_{3}\right] \Delta\left[\phi_{3}-\phi_{1}\right] \tag{73}
\end{equation*}
$$

The solution given by Eq. (69) can also be obtained by solving Eqs. (70) and (71) in terms of path integrals. ${ }^{6}$ The interval $\left[t_{1}, t_{2}\right]$ is split up into a large number, $N+1$, of intervals $t_{1}=t^{0}, t^{1}, \cdots, t^{N+1}=$ $t_{2}$ with $\Delta t=t^{i+1}-t^{i}, i=0, \cdots, N$. The relation given in Eq. (72) is then repeated $N$ times to yield

$$
\begin{array}{r}
K[2,1]=\int \cdots \int K(N+1, N) d\left[\phi^{N}\right] K[N, N-1] \\
\times d\left[\phi^{N-1}\right] \cdots d\left[\phi^{1}\right] K[1,0] \tag{74}
\end{array}
$$

[^135]We have from Eq. (69) that

$$
\begin{align*}
K[i, & i-1] \\
& =e^{-\Delta t L_{i}} \Delta\left[\phi^{i}-\phi^{i-1}\right] \\
& =\int e^{-\Delta t L_{i}} \exp \left\{i \int z_{i}(x)\left[\phi^{i}(x)-\phi^{i-1}(x)\right] d x\right\} d\left[z_{i}\right] \tag{75}
\end{align*}
$$

However, since

$$
L_{i}=\int d x_{i} \Lambda\left(x_{i}, \phi^{i}\right) \frac{\delta}{\delta \phi^{i}}
$$

we may write
$K[i, i-1]$

$$
\begin{align*}
= & \int \exp \left\{-i \Delta t \int d x_{i} \Lambda\left[x_{i} \phi^{i}\right] z_{i}\left(x_{i}\right)\right\} \\
& \times \exp \left\{i \Delta t \int\left[\frac{\phi^{i}(x)-\phi^{i-1}(x)}{\Delta t}\right] z_{i}(x) d x\right\} d\left[z_{i}(x)\right] \\
= & \int \exp \left\{i \Delta t \int d x z_{i}(x)\right. \\
& \left.\times \frac{\phi^{i}(x)-\phi^{i-1}(x)}{\Delta t}-\Lambda\left[x \phi^{i}\right]\right\} d\left[z_{i}(x)\right] \tag{76}
\end{align*}
$$

Following Rosen, ${ }^{8}$ we introduce continuous timedependent functions $\phi(x, t), z(x, t)$, such that $\phi(x$, $\left.t_{i}\right)=\phi^{i}(x), z\left(x t_{i}\right)=z_{i}(x)$. Then in the limit $N \rightarrow$ $\infty$, Eq. (74) becomes the conditional path integral ${ }^{8.20}$

$$
\begin{align*}
& K[2,1]=\iint_{\substack{\phi\left(x t_{2}\right)=\phi_{2} \\
\phi\left(x t_{1}\right)=\phi_{1}}} d[z(x t)] d[\phi(x t)] \\
& \quad \times \exp \left\{i \int_{t_{1}}^{t_{2}} d t \int d x z(x, t)\left(\frac{\partial \phi}{\partial t}-\Lambda[x, \phi]\right)\right\} \tag{77}
\end{align*}
$$

The restrictions $\phi\left(x t_{2}\right)=\phi_{2}, \phi\left(x t_{1}\right)=\phi_{1}$ may be removed by introducing delta functionals ${ }^{21}$ :

$$
\begin{align*}
K[2,1]= & \iint d[z(x, t)] d[\phi(x t)] \\
& \times \exp \left\{i \int_{t_{1}}^{t_{2}} d t d x z(x t)\left(\frac{\partial \phi}{\partial t}-\Lambda[x \phi]\right)\right\} \\
& \times \Delta\left[\phi_{1}-\phi\left(x t_{1}\right)\right] \Delta\left[\phi_{2}-\phi\left(x t_{2}\right)\right] \\
= & \iint d[z(x t)] d[\phi(x t)] \\
& \times \exp \left\{i \int_{t_{1}}^{t_{2}} d t d x z(x, t)\left(\frac{\partial \phi}{\partial t}-\Lambda[x \phi]\right)\right\} \\
& \times \exp \left\{-i \int z\left(x t_{1}\right)\left[\phi_{1}-\phi\left(x t_{1}\right)\right] d x\right\} \\
& \times \exp \left\{i \int z\left(x t_{2}\right)\left[\phi_{2}-\phi\left(x t_{2}\right)\right] d x\right\}, \tag{78}
\end{align*}
$$

[^136] Ed. (Gordon and Breach Science Publishers, New York, 1967).
${ }^{21}$ Some of these expressions appear strange at first glance. However, they can be demonstrated by dividing the interval $\left(t_{1}, t_{2}\right)$ into small segments to obtain suitable approximations.
where there are now no restrictions on the values of $\phi$ at $t_{1}$ and $t_{2}$. The $z(x t)$ integration can be performed immediately to obtain
\[

$$
\begin{align*}
K[2,1]= & \int d[\phi(x t)] \Delta\left(\frac{\partial \phi(x t)}{\partial t}-\Lambda[x, \phi]\right) \\
& \times \Delta\left[\phi_{1}-\phi\left(x t_{1}\right)\right] \Delta\left[\phi_{2}-\phi\left(x t_{2}\right)\right] \tag{79}
\end{align*}
$$
\]

where $\Delta$ is the delta functional for functions $\phi(x, t)$ of $x$ and $t$ with $t_{1} \leq t \leq t_{2}$.

The delta functional $\Delta$ in Eq. (79) shows that contributions to $K[2,1]$ come only from exact paths $\partial \hat{\phi} / \partial t=\Lambda[\hat{\phi}]$. We therefore expand the delta functional ${ }^{22}$ into a sum over exact trajectories

$$
\begin{equation*}
\Delta\left[\frac{\partial \phi}{\partial t}-\Lambda[\phi]\right]=\int \Delta[\phi-\hat{\phi}] N[\hat{\phi}] d[\hat{\phi}] \tag{80}
\end{equation*}
$$

where the integral is now over a "spacelike" surface $\hat{\phi}[x, t(x)]$, (since a solution is determined by one point on the trajectory) and $N[\hat{\phi}]$ is to be determined. Substitution of Eq. (80) into Eq. (79) then yields the result
$K[2,1]=\int d[\hat{\phi}] N[\hat{\phi}] \Delta\left[\phi_{1}-\hat{\phi}\left(x, t_{1}\right)\right] \Delta\left[\phi_{2}-\hat{\phi}\left(x, t_{2}\right)\right]$
and, since we may take the integral over $\hat{\phi}$ to be that over $\hat{\phi}\left(x t_{1}\right)$, say, we have

$$
\begin{align*}
K[2,1] & =N\left[\phi_{1}\right] \Delta\left[\phi_{2}-\hat{\phi}\left(x, t_{2}\right)\right] \mid \hat{\phi}\left(x t_{1}\right)=\phi_{1} \\
& =N\left[\phi_{1}\right] \Delta\left[\phi_{2}-\phi_{1}-\int_{t_{1}}^{t_{2}} \Lambda\left[\hat{\phi}_{1}(\tau)\right] d \tau\right] \tag{82}
\end{align*}
$$

When $t_{2}=t_{1}, K[2,1]=\Delta\left[\phi_{2}-\phi_{1}\right]$, so $N\left[\phi_{1}\right]=1$ and

$$
K[2,1]=e^{-\left(t_{2}-t_{1}\right) L_{2}} \Delta\left[\phi_{2}-\phi_{1}\right]
$$

which is just Eq. (69). As a byproduct we have the identity

$$
\begin{equation*}
\Delta\left[\frac{\partial \phi}{\partial t}-\Delta[\phi]\right]=\int \Delta[\phi-\hat{\phi}] d[\hat{\phi}] \tag{83}
\end{equation*}
$$

which shows that all solutions $\hat{\phi}$ contribute the same weight. If $\phi(x t)$ is a solution $\hat{\phi}^{\prime}$ say, Eq. (83) states that

$$
\begin{equation*}
\Delta[0]=\int \Delta\left[\hat{\phi}^{\prime}-\hat{\phi}\right] d[\hat{\phi}] \tag{84}
\end{equation*}
$$

which, at first glance, appears to yield unity on the rhs. However, this is not the case, since

$$
\int d[\phi(x t)] \Delta\left[\phi(x t)-\phi_{1}\right]=1
$$

only when the integral goes over all space-time paths.

[^137]The propagator $K[2,1]$ may be Fourier transformed to yield the propagator $\widetilde{K}[2,1]$ for the characteristic functional $G[\psi]$ :

$$
\begin{equation*}
G\left[\psi_{2} t_{2}\right]=\int \tilde{K}[2,1] G\left[\psi_{1} t_{1}\right] d\left[\psi_{1}\right] \tag{85}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{K}\left[\psi_{2} \psi_{1} t_{2} t_{1}\right] & \equiv \tilde{K}[2,1] \\
& =\iint e^{-i\left(\psi_{2}, \phi_{2}\right)} K[2,1] e^{i\left(\gamma_{1}, \phi_{1}\right)} d\left[\phi_{1}\right] d\left[\phi_{2}\right] . \tag{86}
\end{align*}
$$

The expression (76) for $K[2,1]$ is then substituted into Eq. (86) to yield (after integration by parts of the $z \partial \phi / \partial t$ term) :

$$
\begin{align*}
K[2,1]= & \iint d[z(x t)] d[\phi(x, t)] d\left[\phi_{1}\right] d\left[\phi_{2}\right] \\
& \times \exp \left[-i\left(\psi_{2}, \phi_{2}\right)\right] \\
& \times \exp \left\{-i \int_{t_{1}}^{t_{2}}\left[z(x t) \Lambda[x \phi]+\frac{\partial z}{\partial t} \phi(x t)\right] d x d t\right. \\
& \left.+i \int\left[z\left(x t_{2}\right) \phi\left(x t_{2}\right)-z\left(x t_{1}\right) \phi\left(x t_{1}\right)\right] d x\right\} \\
& \times \exp \left\{-i \int z\left(x t_{1}\right)\left[\phi_{1}(x)-\phi\left(x t_{1}\right)\right] d x\right\} \\
& \times \exp \left\{i \int z\left(x t_{2}\right)\left[\phi_{2}(x)-\phi\left(x t_{2}\right)\right] d x\right\} \\
& \times \exp \left[i\left(\psi_{1}, \phi_{1}\right)\right] \tag{87}
\end{align*}
$$

$$
\begin{align*}
\tilde{K}[2,1]= & \iint_{d[z(x t)] d[\phi(x t)]} \\
& \times \Delta\left[z\left(x t_{2}\right)-\psi_{2}(x)\right] \Delta\left[z\left(x t_{1}\right)-\psi_{1}(x)\right] \\
& \times \exp \left\{-i \int_{t_{1}}^{t_{2}} d t d x\{z(x t) \Lambda[x \phi]\right. \\
& \left.\left.+\frac{\partial z(x t)}{\partial t} \phi(x t)\right\}\right\} \tag{88}
\end{align*}
$$

or

$$
\begin{align*}
& \tilde{K}[2,1]=\iint_{\substack{z(x t)==q_{2}(x) \\
z\left(x t_{1}\right)=\psi_{1}(x)}} d[z(x t)] d[\phi(x t)] \\
& \quad \times \exp \left\{-i \int_{t_{1}}^{t_{2}} \int t d x\left\{z(x t) \Lambda[x \phi]+\frac{\partial z}{\partial t} \phi(x t)\right\}\right\} \tag{89}
\end{align*}
$$

The above conditional path integral for $\tilde{K}[2,1]$ has been obtained previously by Rosen ${ }^{8}$ using directly the procedure employed above for $K[2,1]$. This form (89) for $\tilde{K}[2,1]$ is particularly useful as Rosen has pointed out, if $\Lambda$ is quadratic in $\phi(x t)$. In that case, the integration over $\phi$ can be performed. This is the case,
for example, for the Navier-Stokes equation ${ }^{8}$ and the Vlasov equation.

The formal solution Eq. (89) may be used for the evaluation of moments. We have, from Eq. (59),

$$
\begin{align*}
& \left\langle\phi\left(x_{1}\right)^{n_{1}} \phi\left(x_{2}\right)^{n_{2}} \cdots \phi\left(x_{r}\right)^{n_{r}}\right\rangle_{t_{2}} \\
& =i^{|n|} \frac{\delta^{|n|}}{\delta \psi_{2}\left(x_{1}\right)^{n_{1}} \cdots \delta \psi_{2}\left(x_{r}\right)^{n_{r}}} \\
& \times\left.\int \widetilde{K}(2,1) G\left[\psi_{1} t_{1}\right] d\left[\psi_{1}\right]\right|_{r_{2}=0}  \tag{90}\\
& =i^{|n|}(-1)^{|n|} \iint d\{z\} d\{\phi\} \frac{\delta^{|n|}}{\delta z\left(x_{1} t_{2}\right)^{n_{1}} \cdots \delta z\left(x_{r} t_{2}\right)^{n_{r}}} \\
& \times \Delta\left[z\left(x t_{2}\right)-\psi_{2}(x)\right] \\
& \times \Delta\left[z\left(x t_{1}\right)-\psi_{1}(x)\right] \\
& \times \exp \left\{-i \int_{i_{1}}^{t_{2}} d t d x\left\{z(x t) \Lambda[x \phi]+\frac{\partial z(x t)}{\partial t} \phi(x t)\right\}\right\} \\
& \times G\left[\psi_{1} t_{1}\right] d\left[\psi_{1}\right]  \tag{91}\\
& =\iint_{z\left(x t_{2}\right)=0} d\{z\} d\{\phi\} \phi\left(x_{1} t_{2}\right)^{n_{1}} \cdots \phi\left(x_{r} t_{2}\right)^{n_{r}} \\
& \times \exp \left\{-i \iint_{t_{1}}^{t_{2}} d t d x\left\{z(x t) \Lambda[x \phi]+\frac{\partial z(x t)}{\partial t} \phi(x t)\right\}\right\} \\
& \times G\left[z\left(x t_{1}\right), t_{1}\right] . \tag{92}
\end{align*}
$$

Equation (92) generalizes to all orders, the results obtained by $\operatorname{Rosen}^{8}$ for $\left\langle\phi\left(x_{2}\right)\right\rangle$ and $\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\rangle$.

## V. PARTICLES AS FIELDS IN PHASE SPACE

We now consider a system of $N$ particles interacting with the field $\phi$ and introduce the microscopic phasespace density ${ }^{23-27} \hat{f}(\mathbf{r}, \mathbf{p}, t)$ defined by

$$
\begin{equation*}
\hat{f}(\mathbf{r}, \mathbf{p}, t)=\sum_{i=1}^{N} \delta\left(\mathbf{r}-\hat{\mathbf{r}}_{i}(t)\right) \delta\left(\mathbf{p}-\hat{\mathbf{p}}_{i}(t)\right) \tag{93}
\end{equation*}
$$

The coupled equations of motion for the particlefield system may be taken to be

$$
\begin{equation*}
\frac{\partial \hat{f}(x, t)}{\partial t}=\Lambda_{1}[x, \hat{\phi}, \hat{f}] \tag{94}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \hat{\phi}(\mathbf{r}, t)}{\partial t}=\Lambda_{2}[\mathbf{r}, \hat{\phi}, \hat{f}] \tag{95}
\end{equation*}
$$

where $x$ stands for the phase point $\mathbf{r}, \mathbf{p}$.

[^138]The statistical-mechanical treatment of this system may be accomplished by the introduction of a distribution functional $F[\phi, f, t]$ for the pair of "fields" $\phi(\mathbf{r})$ and $f(\mathbf{r}, \mathbf{p})$. The Liouville equation for $F$ can be written

$$
\begin{align*}
& \frac{\partial F}{\partial t}+\int d x \Lambda_{1}[x, \phi, f] \frac{\partial F}{\partial f(x)} \\
&+\int d \mathbf{r} \Lambda_{2}[\mathbf{r}, \phi, f] \frac{\partial F}{\partial \phi(\mathbf{r})}=0 \tag{96}
\end{align*}
$$

provided that

$$
\begin{equation*}
\int d x-\frac{\delta}{\delta f(x)} \Lambda_{1}(x, \phi, f)+\int \frac{d \mathbf{r} \delta \Lambda_{2}[\mathbf{r}, \phi, f]}{\delta \phi(\mathbf{r})}=0 \tag{97}
\end{equation*}
$$

Just as in the cases previously treated, we may introduce the functional Fourier transform $G\left[\phi_{1}, f_{1}\right]$ in terms of which the various moments may be expressed, i.e.,

$$
\begin{align*}
f_{r}\left(x_{1} x_{2} \cdots x_{r} t\right) & \equiv\left\langle f\left(x_{1}\right) f\left(x_{2}\right) \cdots f\left(x_{r}\right)\right\rangle \\
& =\left.i^{r} \frac{\delta^{r}}{\delta f_{1}\left(x_{1}\right) \cdots \delta f_{1}\left(x_{r}\right)} G\right|_{f_{1}=0, \phi_{1}=0},  \tag{98}\\
\left\langle\phi\left(\mathbf{r}_{1}\right) \phi\left(\mathbf{r}_{2}\right) \phi\left(\mathbf{r}_{s}\right)\right\rangle & =\left.i^{s} \frac{\delta^{s}}{\delta \phi_{1}\left(\mathbf{r}_{1}\right) \cdots \delta \phi_{1}\left(\mathbf{r}_{s}\right)} G\right|_{f_{1}=0, \phi_{1}=0} \tag{99}
\end{align*}
$$

$$
\begin{aligned}
& \left\langle\phi\left(\mathbf{r}_{1}\right) f\left(x_{1}\right) \phi\left(\mathbf{r}_{2}\right) \cdots \phi\left(\mathbf{r}_{s}\right) f\left(x_{s}\right)\right\rangle \\
& \quad=\left.i^{2 s} \frac{\delta^{2 s}}{\delta \phi_{1}\left(\mathbf{r}_{1}\right) \delta f_{1}\left(x_{1}\right) \cdots \delta \phi_{1}\left(\mathbf{r}_{s}\right) \delta f\left(x_{s}\right)} G\right|_{f_{1}=0, \phi_{1}=0},
\end{aligned}
$$

etc. The quantity $f_{r}\left(x_{1}, \cdots, x_{r} t\right)$ is a reduced $r$-particle phase-space distribution function. However, $f_{r}$ includes self correlations which can be eliminated by introducing the usual $r$-particle distribution functions $\tilde{f}_{r}$ through ${ }^{10}$

$$
\begin{align*}
\tilde{f}_{r}\left(x_{1}\right. & \left.\cdots x_{r} t\right) \\
= & i \frac{\delta}{\delta f_{1}\left(x_{1}\right)}\left(i \frac{\delta}{\delta f_{1}\left(x_{1}\right)}-\delta(1,2)\right) \\
& \times\left(i \frac{\delta}{\delta f_{1}\left(x_{3}\right)}-\delta(1,3)-\delta(2,3)\right) \\
& \cdots\left(i \frac{\delta}{\delta f_{1}\left(x_{r}\right)}-\delta(1, r)\right. \\
& -\delta(2, r)-\cdots-\delta(r-1, r))\left.G\right|_{f_{1}=0, \phi_{1}=0} \tag{100}
\end{align*}
$$

Correlation functions may be introduced through their generating functional $H$, i.e.,

$$
\begin{equation*}
G=e^{I I} \tag{101}
\end{equation*}
$$

which lead to Mayer-type cluster expansions.

## VI. THE FREE ELECTROMAGNETIC FIELD

Maxwell's equations for the free electromagnetic field are:

$$
\begin{array}{ll}
\boldsymbol{\nabla} \times \mathbf{B}-\frac{1}{c} \frac{\partial \mathbf{E}}{\partial t}=0, \quad \nabla \cdot \mathbf{B}=0 \\
\boldsymbol{\nabla} \times \mathbf{E}+\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}=0, \quad \nabla \cdot \mathbf{E}=0 \tag{102}
\end{array}
$$

Therefore, the distribution functional $F[\mathbf{E}, \mathbf{B}, t]$ for the field satisfies the equation of motion

$$
\begin{equation*}
\frac{1}{c} \frac{\partial F}{\partial t}+\int d \mathbf{r}\left\{\boldsymbol{\nabla} \times \mathbf{B} \cdot \frac{\delta F}{\delta \mathbf{E}}-\boldsymbol{\nabla} \times \mathbf{E} \cdot \frac{\delta F}{\delta \mathbf{B}}\right\}=0 \tag{103}
\end{equation*}
$$

while $G$, the functional Fourier transform, satisfies the equation

$$
\begin{equation*}
\frac{1}{c} \frac{\partial G}{\partial t}+\int d \mathbf{r}\left\{\boldsymbol{\nabla} \times \mathbf{E}_{1} \cdot \frac{\delta G}{\delta \mathbf{B}_{1}}-\nabla \times \mathbf{B}_{1} \cdot \frac{\delta G}{\delta \mathbf{E}_{1}}=0\right. \tag{104}
\end{equation*}
$$

which is exactly the same as Eq. (103) with $\mathbf{B} \rightarrow \mathbf{E}_{1}$ and $\mathbf{E} \rightarrow \mathbf{B}_{1}$. Since the initial-value problem for the free electromagnetic field can be solved, Eqs. (103) and (104) can be solved. To this end we introduce in Eq. (104) the complex field $\mathbf{F}_{1}=\mathbf{B}_{1}+i \mathbf{E}_{1}, \mathbf{F}_{1}^{*}=$ $\mathbf{B}_{1}-i \mathbf{E}_{1}$. Then Eq. (104) becomes

$$
\begin{equation*}
\frac{1}{c} \frac{\partial G}{\partial t}-i \int d \mathbf{r}\left\{\nabla \times \mathbf{F}_{1} \cdot \frac{\delta G}{\delta \mathbf{F}_{1}}-\nabla \times \mathbf{F}_{1}^{*} \cdot \frac{\delta G}{\delta \mathbf{F}_{1}^{*}}\right\}=0 . \tag{105}
\end{equation*}
$$

Equation (105) may be solved directly ${ }^{16}$ to yield

$$
\begin{align*}
G\left[\mathbf{F}_{1}, \mathbf{F}_{1}^{*}, t\right]= & \exp \left\{i c t \int d \mathbf { r } \left[\boldsymbol{\nabla} \times \mathbf{F}_{1} \cdot \frac{\delta}{\delta \mathbf{F}_{1}}\right.\right. \\
& \left.\left.-\boldsymbol{\nabla} \times \mathbf{F}_{1}^{*} \cdot \frac{\delta}{\delta \mathbf{F}_{1}^{*}}\right]\right\} G\left[\mathbf{F}_{1}, \mathbf{F}_{1}^{*}, 0\right] \\
= & G\left[e^{i c t \nabla \times} \mathbf{F}_{1}, e^{-i c t \nabla \times} \mathbf{F}_{1}^{*}, 0\right] . \tag{106}
\end{align*}
$$

The solution (106) corresponds to the fact that the characteristic equation for $\hat{\mathbf{F}}_{1}$ is $\partial \hat{\mathbf{F}}_{1} / \partial t=-i c \boldsymbol{\nabla} \times \hat{\mathbf{F}}_{1}$, which has the solution $\hat{\mathbf{F}}_{1}(t)=e^{-i c t \nabla x} \hat{\mathbf{F}}_{1}(0)$. Thus, Eq. (106) is an example of the general result (11).

The subsidiary conditions $(\boldsymbol{\nabla} \cdot \mathbf{E}) F=(\boldsymbol{\nabla} \cdot \mathbf{B}) F=0$ mean that we may consider the arguments $\mathbf{E}, \mathbf{B}$ of $F[\mathbf{E}, \mathbf{B}, t]$ as being transverse. Further, since $\int \mathbf{E}_{\mathbf{1}}(\mathbf{r}) \cdot$ $\mathbf{E}(\mathbf{r}) d \mathbf{r}$ projects out the transverse part of $\mathbf{E}_{1}(\mathbf{r})$, we may consider $G\left[\mathbf{E}_{1}(\mathbf{r}), \mathbf{B}_{1}(\mathbf{r}), t\right]$ to be a functional of the transverse parts of $\mathbf{E}_{1}, \mathbf{B}_{1}$. That is, we may consider as arguments of $G$, only those $\mathbf{E}_{1}, \mathbf{B}_{1}$ for which $\boldsymbol{\nabla} \cdot \mathbf{E}_{\mathbf{1}}=\boldsymbol{\nabla} \cdot \mathbf{B}_{1}=0$.

The solution $\hat{\mathbf{F}}_{1}(t)=e^{-i c t \nabla \times} \hat{\mathbf{F}}_{1}(0)$ may be expressed simply in terms of the Pauli " $D$ " function:

$$
\begin{equation*}
\hat{\mathbf{F}}_{\mathbf{1}}(\mathbf{r}, t)=\left\{\frac{1}{c} \frac{\partial}{\partial t}-i \boldsymbol{\nabla} \times \quad\right\} \int D\left\{\mathbf{r}-\mathbf{r}^{\prime}, t\right\} \hat{\mathbf{F}}_{1}\left(\mathbf{r}^{\prime}, 0\right) d \mathbf{r}^{\prime} \tag{107}
\end{equation*}
$$

with $^{28}$

$$
\begin{equation*}
D(\mathbf{r}, t) \equiv \frac{1}{(2 \pi)^{3}} \int \exp (i \mathbf{k} \cdot \mathbf{r}) \frac{\sin (c|\mathbf{k}| t)}{|\mathbf{k}|} d \mathbf{k}, \tag{108}
\end{equation*}
$$

and $\boldsymbol{\nabla} \cdot \hat{\mathbf{F}}_{1}(\mathbf{r}, 0)=0$. The function $D$ may also be expressed as $D(\mathbf{r}, t)=(4 \pi r)^{-1}\{\delta(c t-r)-\delta(c t+r)\}$, which shows that the fields $\mathbf{E}_{1}, \mathbf{B}_{1}$ propagate with velocity $c$ and then are mixed:

$$
\begin{align*}
& \hat{\mathbf{B}}_{1}(t)=\frac{1}{c} \frac{\partial}{\partial t} D_{t} \hat{\mathbf{B}}_{1}(0)+\nabla \times D_{t} \hat{\mathbf{E}}_{1}(0),  \tag{109}\\
& \hat{\mathbf{E}}_{1}(t)=\frac{1}{c} \frac{\partial}{\partial t} D_{t} \hat{\mathbf{E}}_{1}(0)-\nabla \times D_{t} \hat{\mathbf{B}}_{1}(0), \tag{110}
\end{align*}
$$

where $D_{l} F(\mathbf{r}) \equiv \int D\left(\mathbf{r}-\mathbf{r}^{\prime}, t\right) F\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}$. Equations (109) and (110) correspond to the propagation of the free electromagnetic field expressed by
$(\mathbf{E}(\mathbf{r}, t)+i \mathbf{B}(\mathbf{r}, t))$
$=\left(\frac{1}{c} \frac{\partial}{\partial t}-i \boldsymbol{\nabla} \times\right) \int D\left(\mathbf{r}-\mathbf{r}^{\prime}, t\right)\left(\mathbf{E}_{0}\left(\mathbf{r}^{\prime}\right)+i \mathbf{B}_{0}\left(\mathbf{r}^{\prime}\right)\right) d \mathbf{r}^{\prime}$
or

$$
\begin{equation*}
\mathbf{E}(t)=\frac{1}{c} \frac{\partial}{\partial t} D_{t} \mathbf{E}_{0}+\boldsymbol{\nabla} \times D_{t} \mathbf{B}_{0} \tag{111}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{B}(t)=\frac{1}{c} \frac{\partial}{\partial t} D_{t} \mathbf{B}_{0}-\nabla \times D_{t} \mathbf{E}_{0} . \tag{112}
\end{equation*}
$$

The functional $G\left[\mathbf{E}_{1}, \mathbf{B}_{1} t\right]$ thus may be written

$$
\begin{align*}
G\left[\mathbf{E}_{1}, \mathbf{B}_{1}, t\right]= & G\left[-\frac{1}{c} \frac{\partial}{\partial t} D_{-t} \mathbf{E}_{1}-\nabla \times D_{-t} \mathbf{B}_{1},\right. \\
- & \left.\frac{1}{c} \frac{\partial}{\partial t} D_{-t} \mathbf{B}_{1}+\nabla \times D_{-t} \mathbf{E}_{1}, 0\right],  \tag{113}\\
G\left[\mathbf{E}_{1}, \mathbf{B}_{1}, t\right]= & G\left[\frac{1}{c} \frac{\partial}{\partial t} D_{t} \mathbf{E}_{1}+\nabla \times D_{t} \mathbf{B}_{1},\right. \\
& \left.\frac{1}{c} \frac{\partial}{\partial t} D_{t} \mathbf{B}_{1}-\nabla \times D_{t} \mathbf{E}_{1}, 0\right],
\end{align*}
$$

since $D_{t}=-D_{-t}$. The functional in Eq. (114) represents the most general statistical situation for the free (classical) electromagnetic field. From it one may directly obtain expressions for the correlations

$$
\left.\mathbf{E}\left(\mathbf{r}_{1}\right) \mathbf{E}\left(\mathbf{r}_{\mathbf{2}}\right) \cdots \mathbf{E}\left(\mathbf{r}_{k}\right) \mathbf{B}\left(\mathbf{r}_{k+1}\right) \cdots \mathbf{B}\left(\mathbf{r}_{l}\right)\right\rangle_{t}
$$

[^139]in terms of
$$
\left\langle\mathbf{E}\left(\mathbf{r}_{1}^{\prime}\right) \mathbf{E}\left(\mathbf{r}_{2}^{\prime}\right) \cdots \mathbf{E}\left(\mathbf{r}_{s}^{\prime}\right) \mathbf{B}\left(\mathbf{r}_{s+1}^{\prime}\right) \cdots \mathbf{B}\left(\mathbf{r}^{\prime}\right\rangle_{0}, \quad s=0, \cdots l\right.
$$ since the correlations are functional derivatives of $G$ evaluated at $\mathbf{E}_{1}=\mathbf{B}_{1}=0$ [cf. Eq. (59)]. For example,
\[

$$
\begin{equation*}
\langle\mathbf{E}(\mathbf{r})\rangle_{t}=\left.i \frac{\delta G}{\delta \mathbf{E}_{1}(\mathbf{r})}\right|_{\mathbf{E}_{1}, \mathbf{B}_{1}=0}=\frac{1}{c} \frac{\partial}{\partial t} D_{t}(\mathbf{E}\rangle_{0}+\nabla \times D_{t}(\mathbf{B}\rangle_{0} \tag{115}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\langle\mathbf{B}(\mathbf{r})\rangle_{t}=\left.i \frac{\delta \mathrm{G}}{\delta \mathbf{B}_{1}(\mathbf{r})}\right|_{0}=\frac{1}{c} \frac{\partial}{\partial t} D_{t}(\mathbf{B}\rangle_{0}-\nabla \times D_{t}(\mathbf{E}\rangle_{0} \tag{116}
\end{equation*}
$$

as was anticipated. Another simple example is

$$
\begin{equation*}
\left\langle\mathbf{E}\left(\mathbf{r}_{1}\right) \mathbf{B}\left(\mathbf{r}_{2}\right)\right\rangle_{t}=\left.i^{2} \frac{\delta^{2} \mathrm{G}}{\delta \mathbf{E}_{1}\left(\mathbf{r}_{1}\right) \delta \mathbf{B}\left(\mathbf{r}_{2}\right)}\right|_{0} \tag{117}
\end{equation*}
$$

or

$$
\begin{align*}
\left\langle\mathbf{E}\left(\mathbf{r}_{1}\right) \mathbf{B}\left(\mathbf{r}_{2}\right)\right\rangle_{t}= & \frac{1}{c^{2}} \frac{\partial}{\partial t} D_{t}(1) \frac{\partial D_{t}(2)}{\partial t}\left\langle\mathbf{E}_{0}\left(\mathbf{r}_{1}\right) \mathbf{E}_{0}\left(\mathbf{r}_{2}\right)\right\rangle \\
& +\frac{1}{c} \nabla_{1} \times D_{t}(1) \frac{\partial D_{t}(2)}{\partial t}\left\langle\mathbf{B}_{0}\left(\mathbf{r}_{1}\right) \mathbf{B}_{0}\left(\mathbf{r}_{2}\right)\right\rangle \\
& -\frac{1}{c} \frac{\partial}{\partial t} D_{t}(1) \boldsymbol{\nabla}_{2} \times D_{t}(2)\left\langle\mathbf{E}_{0}\left(\mathbf{r}_{1}\right) \mathbf{B}_{0}\left(\mathbf{r}_{2}\right)\right\rangle \\
& -\nabla_{1} \times D_{t}(1) \nabla_{2} \times D_{t}(2)\left\langle\mathbf{B}_{0}\left(\mathbf{r}_{1}\right) \mathbf{E}_{0}\left(\mathbf{r}_{2}\right)\right\rangle, \tag{118}
\end{align*}
$$

using an obvious notation. Although the results shown here are quite simple and could have been obtained by other methods, we have included them in order to illustrate the power and generality of our methods.

## VII. STATISTICAL MECHANICAL BASIS OF PLASMA PHYSICS

We consider a system composed of $N$ particles each having charge $e$ and mass $m^{29}$ interacting via the electromagnetic field. The system is described in terms of the electromagnetic field $\mathbf{E}, \mathbf{B}$ and the exact classical microscopic phase-space density function $f$. The quantities $\hat{\mathbf{E}}, \hat{\mathbf{B}}, \hat{f}$ are coupled through the exact microscopic Maxwell-Klimontovich equations ${ }^{16.23-26}$ :

$$
\begin{align*}
\frac{1}{c} \frac{\partial \hat{\mathbf{E}}}{\partial t} & =+\boldsymbol{\nabla} \times \hat{\mathbf{B}}-\frac{4 \pi e}{m c} \int \mathbf{p} \hat{f}(\mathbf{r}, \mathbf{p}) d \mathbf{p}  \tag{119}\\
\frac{1}{c} \frac{\partial \hat{\mathbf{B}}}{\partial t} & =-\nabla \times \hat{\mathbf{E}},  \tag{120}\\
\frac{\partial \hat{f}}{\partial t} & =-\frac{\mathbf{p}}{m} \cdot \nabla \hat{f}-e\left(\hat{\mathbf{E}}+\frac{\mathbf{p}}{m c} \times \hat{\mathbf{B}}\right) \cdot \frac{\partial \hat{f}}{\partial \mathbf{p}},  \tag{121}\\
\nabla \cdot \hat{\mathbf{E}} & =4 \pi e \int \hat{f}(\mathbf{r}, \mathbf{p}) d \mathbf{p} \tag{122}
\end{align*}
$$

[^140]and
\[

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \hat{\mathbf{B}}=0 . \tag{123}
\end{equation*}
$$

\]

It must be stressed that $\hat{f}$ described in the above system of equations must be considered as an implicit function of the exact positions and velocities ( $\mathbf{p}_{i} \equiv m \mathbf{v}_{i}$ ) of all the particles, as well as a function of $\mathbf{r}, \mathbf{p}$ :

$$
\begin{equation*}
f(\mathbf{r}, \mathbf{p})=\sum_{k=1}^{N} \delta\left(\mathbf{r}-\hat{\mathbf{r}}_{k}\right) \delta\left(\mathbf{p}-\hat{\mathbf{p}}_{k}\right) \tag{124}
\end{equation*}
$$

and, further, that Eqs. (119)-(123) are equivalent to the usual microscopic Maxwell-Lorentz equations. The point of view which we now adopt is that these equations form a closed system of coupled field equations for the three fields $\mathbf{E}, \mathbf{B}, f$. Then the general theory as outlined in Sec. 5 can be applied directly. We introduce the distribution functional $F[\mathbf{E}, \mathbf{B}, f, t]$ for the fields $\mathbf{E}(\mathbf{r}), \mathbf{B}(\mathbf{r}), f(\mathbf{r}, \mathbf{p})$. The functional $F$ satisfies the following equation:

$$
\begin{align*}
\frac{\partial F}{\partial t}+ & \int d \mathbf{r}\left\{\left[c \boldsymbol{\nabla} \times \mathbf{B}(\mathbf{r})-\frac{4 \pi e}{m} \int d \mathbf{p} \mathbf{p} f(\mathbf{r}, \mathbf{p})\right] \cdot \frac{\partial F}{\partial \mathbf{E}(\mathbf{r})}\right. \\
& \left.-c \boldsymbol{\nabla} \times \mathbf{E}(\mathbf{r}) \cdot \frac{\delta F}{\delta \mathbf{B}(\mathbf{r})}\right\}+\int d \mathbf{r} d \mathbf{p}\left\{\left[-\frac{\mathbf{p}}{m} \cdot \nabla f(\mathbf{r}, \mathbf{p})\right]\right. \\
& \left.-e\left[\mathbf{E}(\mathbf{r})+\frac{\mathbf{p}}{m c} \times \mathbf{B}(\mathbf{r})\right] \cdot \frac{\partial f(\mathbf{r}, \mathbf{p})}{\partial \mathbf{p}}\right\} \frac{\partial F}{\partial f(\mathbf{r}, \mathbf{p})}=0 . \tag{125}
\end{align*}
$$

In addition, it must satisfy the subsidiary conditions,

$$
\begin{equation*}
\left\{\boldsymbol{\nabla} \cdot \mathbf{E}(\mathbf{r})-4 \pi e \int f(\mathbf{r}, \mathbf{p}) d \mathbf{p}\right\} F=0 \tag{126}
\end{equation*}
$$

and

$$
\begin{equation*}
\{\boldsymbol{\nabla} \cdot \mathbf{B}(\mathbf{r})\} F=0 . \tag{127}
\end{equation*}
$$

Our goal is to obtain coupled equations of motion for various particle distribution functions

$$
\left\langle f\left(x_{1}\right) \cdots f\left(x_{r}\right)\right\rangle \equiv f_{r}\left(x_{1}, \cdots, x_{r}\right)
$$

and field-particle correlation functions

$$
\left\langle\mathbf{E}\left(\mathbf{r}_{1}\right) \cdots \mathbf{E}\left(\mathbf{r}_{\mathbf{r}}\right) \mathbf{B}\left(\mathbf{r}_{\mathbf{1}}^{\prime}\right) \cdots \mathbf{B}\left(\mathbf{r}_{t}^{\prime}\right) f\left(x_{1}\right) \cdots f\left(x_{r}\right)\right\rangle .
$$

(Actually, we are interested in the particle distributions $f_{r}$ which do not contain self-correlations, but, as was mentioned in Sec. V, a simple transformation on $F$ allows the $f_{r}$ to be found.)

The functional Fourier transform $G\left[\mathbf{E}_{1}, \mathbf{B}_{1}, f_{1}\right]$ is introduced through

$$
\begin{align*}
F[\mathbf{E}, \mathbf{B}, f]= & \int \exp \left\{i\left[\left(\mathbf{E}, \mathbf{E}_{1}\right)+\left(\mathbf{B}, \mathbf{B}_{1}\right)+\left(f, f_{1}\right)\right]\right\} \\
& \times G\left[\mathbf{E}_{1}, \mathbf{B}_{1}, f_{1}\right] d\left[\mathbf{E}_{1}\right] d\left[\mathbf{B}_{1}\right] d\left[f_{1}\right] . \tag{128}
\end{align*}
$$

The equation of motion for $G$ is found directly from

Eq. (125) and is expressed by

$$
\begin{align*}
& \frac{\partial G}{\partial t}+\int d \mathbf{r}\left\{c \boldsymbol{\nabla} \times \mathbf{E}_{1} \cdot \frac{\delta G}{\delta \mathbf{B}_{1}}+c \boldsymbol{\nabla} \times \mathbf{B}_{1} \cdot \frac{\delta G}{\partial \mathbf{E}_{1}}\right. \\
& \left.\quad+\frac{4 \pi e}{m} \int d \mathbf{p} \mathbf{p} \cdot \mathbf{E}_{1} \frac{\delta G}{\delta f_{1}}\right\} \\
& \quad+\int d \mathbf{r} d \mathbf{p}\left\{-\frac{\mathbf{p}}{m} \cdot \nabla f_{1} \frac{\delta G}{\delta f_{1}}\right. \\
&  \tag{129}\\
& \quad-i \exp \left(\frac{\partial f_{1}}{\partial \mathbf{p}}\right) \cdot\left[\frac{\delta}{\partial \mathbf{E}_{1}}+\frac{\mathbf{p}}{m c} \times \frac{\delta}{\delta \mathbf{B}_{1}}\right] \frac{\delta G}{\delta f_{1}}=0 .
\end{align*}
$$

In addition, $G$ must satisfy the subsidiary conditions

$$
\begin{equation*}
\left\{\nabla \cdot \frac{\delta}{\delta \mathbf{E}_{1}}-4 \pi e \int d \mathbf{p} \frac{\delta}{\delta f_{1}}\right\} G=0 \tag{130}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \cdot \frac{\delta}{\delta \mathbf{B}_{1}} G=0 . \tag{131}
\end{equation*}
$$

Equations (129)-(131) serve as a basis for the general statistical theory of particles interacting with the electromagnetic field. The resulting moment equations form a hierarchy similar to the usual BBKGY hierarchy of statistical mechanics, and are equivalent to the Maxwell-Lorentz theory with lack of information built in. ${ }^{12,16.17}$ These equations differ from the customary equations in that the particle distribution functions contain self-correlations. That is,

$$
\begin{aligned}
f_{2}\left(x_{1} x_{2}\right) & =\left\langle f\left(x_{1}\right) f\left(x_{2}\right)\right\rangle \\
& =\left.i^{2} \frac{\delta^{2} G}{\delta f_{1}\left(x_{1}\right) \delta f_{1}\left(x_{2}\right)}\right|_{f_{1}=0}=\tilde{f_{2}}+\delta(1,2) \tilde{f_{1}}
\end{aligned}
$$

where $f_{2}$ has no self-correlation.
We have shown that these equations generate the usual hierarchy arising from the Liouville equation. However, our point of view is that these functional equations should be considered as the basic starting point for the statistical theory of charged particles interacting via the electromagnetic field. Especially for situations such as those arising in turbulence, where the familiar truncation procedures are not applicable, we may expect methods based on the use of the functional equations to lead to new results. For example, the method of Lewis, ${ }^{30}$ which can be used to obtain closed equations for reduced distribution functions, can be applied directly to the functional Liouville equation. In this case the entropy is a functional of the distribution functional $F: S[F]=$ $-k \int d[F] F \ln F$, which is to be maximized subject to constraints which require $F$ to be a functional of those field quantities required for the macroscopic description of the system. For example, one might want to

[^141]describe the macroscopic behavior of the system in term of $\langle f(\mathbf{r}, \mathbf{p})\rangle,\langle\mathbf{E}(\mathbf{r})\rangle,\langle\mathbf{B}(\mathbf{r})\rangle$, and $\langle f(\mathbf{r}, \mathbf{p}) \mathbf{E}(\mathbf{r})\rangle$. The results of this line of investigation will be published later.

## APPENDIX A

## Remarks on Functionals

A functional may be considered as a mapping which assigns to the function $\phi(x)$, a number $F[\phi]$. The functions $\phi(x)$ usually lie in some function space, e.g., Banach space, etc. We assume that the argument functions $\phi(x)$ are elements of a real Hilbert-space $\mathcal{F}$ with the scalar product $(\phi, \psi)=\int_{E_{n}} \phi(x) \psi(x) d x$, where $E_{n}$ is the underlying $n$-dimensional Euclidean space of the argument $x$ of the function $\phi(x)$. The norm $\|\phi\|$ of the function $\phi(x)$ is defined by $\|\phi\|^{2}=$ $(\phi, \phi)$. With the notion of the size of a function being given by its norm, we may apply many of the standard ideas of analysis to functionals. For example, a functional is continuous at the argument function $\phi$ if, for a given $\epsilon>0$, there exists a $\delta_{\epsilon}$ such that $\mid F(\phi)$ $F(\psi) \mid<\epsilon$ for all $\psi$ for which $\|\phi-\psi\|<\delta_{\epsilon}$. If a functional $F[t, \phi]$ is a function of $t$ as well as a functional of $\phi(x)$, derivatives and integrals with respect to $t$ may be performed in the usual way, e.g., $\partial F / \partial t \equiv$ $D[t, \phi]$ is again a functional of $\phi$ and a function of $t$.

We now introduce the idea of differentiation of a functional with respect to the function $\phi(x)$. This notion parallels the idea of the gradient $\nabla F(\mathbf{x})$ of a scalar function with vector argument. We observe that for such a function

$$
\begin{equation*}
\left.\frac{d}{d \lambda} F(\mathbf{x}+\lambda \mathbf{y})\right|_{\lambda=0}=\mathbf{y} \cdot \nabla F, \tag{A1}
\end{equation*}
$$

so that $\nabla F$ appears as vector argument in the scalar product $y \cdot \nabla F$. In analogy to the above development we can form from the functional $F[\phi]$ the quantity

$$
\begin{equation*}
\left.\frac{d}{d \lambda} F[\phi+\lambda \psi]\right|_{\lambda=0} \tag{A2}
\end{equation*}
$$

whenever it exists. For our purposes we shall assume that the expression in Eq. (A2) is a linear bounded functional ${ }^{31.32}$ of the function $\psi(x)$. Then there exists a function $\delta F / \delta \phi(x)$ [called the functional derivative of $F$ with respect to the function $\phi(x)$ ], such that

$$
\begin{equation*}
\left.\frac{d}{d \lambda} F[\phi+\lambda \psi]\right|_{\lambda=0}=\left(\psi, \frac{\delta F}{\delta \phi}\right) . \tag{A3}
\end{equation*}
$$

It is to be noted that, in general, $\delta F / \delta \phi(x)$ is a func-

[^142]tional of $\phi$ as well as an explicit function of $x$. If we replace $\psi(x)$ by the $\delta$ distribution $\delta\left(x-x_{0}\right)$, we obtain
\[

$$
\begin{equation*}
\left.\frac{d}{d \lambda} F[\phi+\lambda \psi]\right|_{\substack{\lambda=0 \\ \psi=\delta(x-0)}}=\frac{\delta F}{\delta \phi\left(x_{0}\right)} . \tag{A4}
\end{equation*}
$$

\]

However, one must exhibit care with such procedures since $\delta F / \delta \phi(x)$, as defined by Eq. (A3), is in general a distribution itself, and therefore its value at a given point $x$ may not make sense. [For example, if $F[\phi(x)]=\phi(x)$ we have $\left.\delta \phi(x) / \delta \phi\left(x^{\prime}\right)=\delta\left(x-x^{\prime}\right).\right]$ Higher-order derivatives are defined in a similar way:

$$
\begin{align*}
& \left.\frac{d^{n}}{d \lambda^{n}} F[\phi+\lambda \psi]\right|_{\lambda=0}=\left(\psi^{n}, \frac{\delta^{n} F}{\partial \phi^{n}}\right)_{n}  \tag{A5}\\
& \equiv \int_{E_{n}} \cdots \int_{E_{n}} d x_{1} d x_{n} \psi\left(x_{1}\right) \cdots \psi\left(x_{n}\right) \frac{\delta^{n} F[\phi]}{\delta \phi\left(x_{1}\right) \cdots \delta \phi\left(x_{n}\right)} \tag{A6}
\end{align*}
$$

If the $n$th derivatives exist, and if $F[\phi+\lambda \psi]$ is analytic in $\lambda$ for $\lambda=1$, we have Taylor's theorem for functionals:

$$
\begin{align*}
& F[\phi+\psi]=\sum_{n=0}^{\infty} \frac{1}{n!} \int_{E_{n}} \cdots \int_{E_{n}} d x_{1} \cdots d x_{n} \\
& \quad \times \frac{\delta^{n} F}{\delta \phi\left(x_{1}\right) \cdots \delta \phi\left(x_{n}\right)} \psi\left(x_{1}\right) \psi\left(x_{2}\right) \cdots \psi\left(x_{n}\right) . \tag{A7}
\end{align*}
$$

A functional may also be thought of as a function of an infinite number of variables, ${ }^{33}$ for if one introduces a fixed basis $\phi_{1}, \phi_{2}, \cdots$ in the Hilbert space of the functions $\phi(x)$, we have

$$
\begin{equation*}
F[\phi(x)]=F\left[\sum_{n} a_{n} \phi_{n}(x)\right] \equiv F\left(a_{1}, a_{2}, \cdots\right) \tag{A8}
\end{equation*}
$$

Further, since for an orthonormal basis

$$
\begin{gather*}
a_{n}=\int_{E_{n}} \phi_{n}(x) \phi(x) d x, \\
\frac{\delta F}{\delta \phi(x)}=\sum_{n} \frac{\delta a_{n}}{\delta \phi(x)} \frac{\partial F}{\partial a_{n}}=\sum_{n} \frac{\partial F}{\partial a_{n}} \phi_{n}(x) . \tag{A9}
\end{gather*}
$$

We note that $\left(\phi_{n}, \delta F / \delta \phi(x)\right)=\partial F / \partial a_{n}$, which gives further insight into the relationship between functional derivative and derivative (gradient). Another way of looking at the functional derivative consists in splitting up the space $E_{n}$ into a number of tiny cells $\Delta x_{i}, i=$ $1,2,3, \cdots$ such that

$$
E_{n}=\bigcup_{i=1}^{\infty} \Delta x_{i}
$$

and

$$
\Delta x_{i} \cap \Delta x_{j}=0
$$

[^143]for $i \neq j$. Then the function $\phi(x)$ may be "projected"
\[

$$
\begin{equation*}
\phi(x) \sim \sum_{i=1}^{\infty} \phi_{i} E_{i}(x) \tag{A10}
\end{equation*}
$$

\]

where $E_{i}(x)$ is the characteristic function for the cell $\Delta x_{i}$ and

$$
\begin{equation*}
\phi_{i}=\frac{1}{\left|\Delta x_{i}\right|} \int \phi(x) E_{i}(x) d x \tag{A11}
\end{equation*}
$$

( $\left|\Delta_{x i}\right|$ is the volume of the cell $\Delta x_{i}$ ).
A functional $F[\phi]$ may now be considered to be approximately a function of the variables $\phi_{1}, \phi_{2}, \cdots$ :

$$
\begin{equation*}
F[\phi]=F\left[\phi_{1}, \phi_{2}, \cdots\right] . \tag{A12}
\end{equation*}
$$

We then have

$$
\delta F \sim \sum_{i=1}^{\infty} \frac{\partial F}{\partial \phi_{i}} \delta \phi_{i}
$$

or

$$
\begin{equation*}
\delta F \sim \sum_{i=1}^{\infty} \frac{1}{\left|\Delta x_{i}\right|} \frac{\partial F}{\partial \phi_{i}} \delta \phi_{i}\left|\Delta x_{i}\right| . \tag{A13}
\end{equation*}
$$

If we now allow each $\left|\Delta x_{i}\right|$ to approach zero, $\delta \phi_{i}$ is assumed to approach a smooth function $\delta \phi(x)$ and the sum in Eq. (A13) becomes an integral

$$
\begin{equation*}
\delta F \sim \int \frac{\delta F[\phi]}{\delta \phi(x)} \delta \phi(x) d x \tag{A14}
\end{equation*}
$$

where $\delta F[\phi] / \delta \phi(x)$ is the limit

$$
\lim _{\left|\Delta x_{i}\right| \rightarrow 0} \frac{1}{\left|\Delta x_{i}\right|} \frac{\partial F}{\partial \phi_{i}} .
$$

Here the functional derivative appears as a "derivative per unit volume" and the argument $x$ in $\delta F / \delta \phi(x)$ is that point upon which the volume $\Delta x_{i}$ shrinks to zero.
The integration of functionals over the Hilbert space of functions $\phi(x)$ presents considerable mathematical difficulty so we shall be content to give a heuristic treatment of functional integration. ${ }^{34}$ If we represent the functional $F[\phi]$ as a function of its real Fourier components $a_{n}=\left(\phi_{n}, \phi\right)$, we may define the integral $\int F[\phi] d[\phi]$ as the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \frac{d a_{1}}{(2 \pi)^{\frac{1}{2}}} \cdots \frac{d a_{n}}{(2 \pi)^{\frac{1}{2}}} F\left[\sum_{n} a_{n} \phi_{n}\right], \tag{A15}
\end{equation*}
$$

[^144]if it exists. The factors $(2 \pi)^{\frac{1}{2}}$ are introduced in order to avoid infinite normalization constants in functional Fourier transforms. There are other methods ${ }^{35}$ of introducing functional integration, but the above procedure will be sufficient for our needs. The integral in Eq. (A15) is invariant under orthogonal changes in basis and under fixed translation,
\[

$$
\begin{equation*}
\int F\left[\phi+\phi_{1}\right] d[\phi]=\int F[\phi] d[\phi] . \tag{A16}
\end{equation*}
$$

\]

The functional Fourier expansion may be carried out as follows:

$$
\begin{align*}
F[\phi]= & F\left[\sum a_{n} \phi_{n}\right] \\
= & \lim _{n \rightarrow \infty} \int \exp \left(i \sum_{i=1}^{n} a_{n} b_{n}\right) \\
& \times G\left[b_{1} \cdots b_{n}\right] \frac{d b_{1}}{(2 \pi)^{\frac{1}{2}}} \cdots \frac{d b_{n}}{(2 \pi)^{\frac{1}{2}}} \\
= & \int e^{i\left(\phi, \phi_{1}\right)} G\left[\phi_{1}\right] d\left[\phi_{1}\right], \tag{A17}
\end{align*}
$$

where

$$
\phi_{1}(x)=\sum_{i=1}^{\infty} b_{n} \phi_{n}(x) .
$$

Since

$$
\begin{align*}
& G\left[b_{1} \cdots b_{n}\right] \\
& \quad=\int \exp \left(-i \sum_{i=1}^{n} a_{i} b_{i}\right) F\left[\sum a_{n} \phi_{n}\right] \frac{d a_{1}}{(2 \pi)^{\frac{1}{2}}} \cdots \frac{d a_{n}}{(2 \pi)^{\frac{1}{2}}}, \tag{A18}
\end{align*}
$$

we have

$$
\begin{equation*}
G\left[\phi_{1}\right]=\int e^{-i\left(\phi_{1}, \phi\right)} F[\phi] d[\phi] . \tag{A19}
\end{equation*}
$$

In particular, the delta functional $\Delta[\phi]$ appears as the limit

$$
\begin{align*}
\Delta[\phi] & =\lim _{n \rightarrow \infty} \int \cdots \int \exp \left(i \sum_{i=1}^{n} a_{i} b_{i}\right) \frac{d b_{1}}{(2 \pi)^{\frac{1}{2}}} \cdots \frac{d b_{n}}{(2 \pi)^{\frac{1}{2}}} \\
& =\lim _{N \rightarrow \infty} \prod_{n=1}^{N}\left[(2 \pi)^{\frac{1}{2}} \delta\left(a_{n}\right)\right] \\
& =\int e^{i\left(\phi, \phi_{1}\right)} d\left[\phi_{1}\right] . \tag{A20}
\end{align*}
$$
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#### Abstract

We show how to obtain formal solutions of the chain of equations for distribution functions in classical statistical mechanics. These solutions are in the form of complex functional integrals. They are not unique, which fact is a fundamental property of the equations, and the different solutions are recognized by different integration paths in the complex function space. The different manners of integration correspond to different phases, of which some can be identified with the possible physical states. The treatment of the integrals in some cases is also discussed. They are closely related to generalizations of the molecular field approach to the problem. It is also shown that the functional integrals can be written as averages over an external field and that essentially the same form is valid in the quantum-mechanical case.


## 1. INTRODUCTION

The problem of solving a many-body problem in statistical mechanics is so very complicated that it is worthwhile to try new mathematical methods for the problem. For this purpose, some authors have used functional integration. ${ }^{1}$ By the use of such methods we get formal, closed expressions for the quantities of interest. They also give valuable information about simplifications and new approximation methods for the solution of the problem. The drawback of this method is, of course, that only some types of functional integrals can be treated with mathematical rigor. In this work, we treat the integrals as limits of ordinary many-dimensional integrals, and merely assume that this limit exists. We remark that, at the moment, no method exists that can rigorously treat a general many-body problem in the thermodynamic limit. The functional integrals have the advantage that they contain in a closed form the physical facts and at least give hints as to how to proceed to a better understanding of the problem.

Functional integrals have essentially been used to represent the partition function $Z$. As is well known, the structure of $Z$ becomes extremely complicated as the number of particles in the system increases. The function does not exist in the thermodynamic limit, nor has it a simple asymptotic form. However, certain quantities, defined as quotients of functions of this kind, have simple asymptotic properties and

[^146]can be well defined in the limit. It is also known that these limiting quantities are not unique analytic functions, but correspond to different analytic functions in different regions of its parameters (e.g., temperature, chemical potential).

For this reason, a method has been developed by the author, ${ }^{2}$ in a paper which is referred to as I, where distribution functions with well-defined limits are represented by functional integrals. These expressions are in fact the solutions of a chain of equations, rewritten as functional differential equations by the use of generating functionals. These equations were first derived by Bogoliubov. ${ }^{3}$ The mentioned nonuniqueness of the limiting procedure shows up here in a nonuniqueness of the solutions of the equations. We get, in fact, a very large number of solutions, each characterized by its mode of integration. ${ }^{4}$ We briefly recall the results of I in Sec. 2, where the equations and the solutions are presented. We also discuss the solutions of a much simpler equation which, in fact, has much in common with the general one and which gives valuable information about the more complicated integrals. We further discuss these solutions in Sec. 3 and also show how we get the equations of a molecular field theory by integrating over a saddle point. The integrals were defined in I for regular interaction potentials, but in Sec. 4, we show how to treat cases with a hard-core potential, especially a lattice gas (where the hard core is necessary). As problems of these kinds are the only ones which can be exactly solved by any methods, they are valuable to

[^147]study with this method. We also discuss the connection with Wiener integrals in Sec. 5. As these integrals are the only ones which are mathematically studied, this is very important. In some cases, particularly for the one-dimensional Coulomb field, it is easy to formulate the problem in terms of such integrals. However, in most cases it is not possible. Finally, in Sec. 6, we show briefly that the functional integrals can be written in a very general form, including the corresponding integrals in quantum-mechanical problems. In this form the distribution functions (or the corresponding quantities) are written as simple independentparticle solutions in an external field, averaged over all possible external fields with a certain measure.

## 2. GENERATING FUNCTIONALS FOR DISTRIBUTION FUNCTIONS

In this section we first state the problem and the conventions which are used in this work. We assume a system of particles acted on by an external potential $U(\mathbf{r})$ and an interaction potential $\varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ between pairs of particles. We assume that $\varphi(\mathbf{r})$ is everywhere finite. In some cases it is convenient to assume that the Fourier transform of $\varphi$ exists. This means, among other things, that $\int \varphi(\mathbf{r}) d^{3} r$ is finite. None of these assumptions is fulfilled among physical potentials. Nevertheless, they are convenient to use in formal analysis and it seems improbable that they should imply any special properties of physical interest in a continuous system. In a discrete system such as the lattice gas, it is more important to assume a hard core, i.e., it must not be possible to have more than one particle at each point.

For convenience, we use a grand canonical ensemble throughout this paper. We also put $1 / k T=\beta$ and $\alpha=\mu / k T$, where $\mu$ is the chemical potential.

A general distribution function is defined as

$$
\begin{align*}
F_{n}\left(\mathbf{r}_{1},\right. & \left.\cdots, \mathbf{r}_{n}\right) \\
= & \sum_{N \geq n} \frac{N!}{(N-n)!} \\
& \times \int_{V} \cdots \int_{V} d^{3} r_{n+1} \cdots d^{3} r_{N} \rho\left(N ; \mathbf{r}_{1}, \cdots, \mathbf{r}_{N}\right) \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
\rho\left(N ; \mathbf{r}_{1}\right. & \left.\cdots \mathbf{r}_{N}\right) \\
= & \frac{(2 \pi m k T)^{3 N} e^{N \alpha}}{Z \cdot N!} \\
& \times \exp \left\{-\beta\left[\sum_{k, j} \varphi\left(\mathbf{r}_{k}-\mathbf{r}_{j}\right)+\sum_{k} U\left(\mathbf{r}_{k}\right)\right]\right\} \tag{2}
\end{align*}
$$

$Z$ is the partition function, necessary to normalize the density function $\rho$.

The simplest way of writing the chain of equations is by introducing the generating functional

$$
\begin{align*}
\mathcal{F}[u]=1+\sum_{n=1}^{\infty} & \frac{1}{n!} \int_{V} \cdots \int_{V} d^{3} r_{1} \cdots d^{3} r_{n} \\
& \times F_{n}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right) u\left(\mathbf{r}_{1}\right) \cdots u\left(\mathbf{r}_{n}\right) \tag{3}
\end{align*}
$$

The following equation was derived for a slightly different functional by Bogoliubov ${ }^{5}$ :
$\frac{\delta \mathcal{F}[u]}{\delta u\left(\mathbf{r}^{\prime}\right)}=\exp \left\{\alpha-\beta U\left(\mathbf{r}^{\prime}\right)-\Omega_{0}\right\}$

$$
\begin{equation*}
\times \mathscr{F}\left[(u(\mathbf{r})+1) \exp \left\{-\beta \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\right\}-1\right] \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{0}=-\frac{3}{2} \log (2 \pi m k T) \tag{5}
\end{equation*}
$$

It was shown in I that (4) is a more restrictive equation than the chain of equations derived by Kirkwood and others. ${ }^{6}$ That chain of equations is the most extensively used. It can be derived from (4), but the opposite is not possible.

The solution of (4) is greatly simplified if we first consider the following equation, treated in I:

$$
\begin{equation*}
\frac{d f(x)}{d x}=e^{a} f\left(\{x+1\} e^{-b}-1\right) \tag{6}
\end{equation*}
$$

This is, of course, a very simplified, but far from trivial version of (4). The general solution can be written as

$$
\begin{align*}
I(x, b, d, c) & =\text { const } \times \int_{C} \exp \left\{\frac{t^{2}}{2 b}+(x+1) e^{t+d}\right\} d t \\
& =\text { const }_{1} \times \int_{C} \exp \left\{\frac{b s^{2}}{2}+(x+1) e^{b s+a}\right\} d s \tag{7}
\end{align*}
$$

Here $d=a+b / 2$. In I, only the first form was used. Equation (7) was derived by using an integral-transformation method in (6). $C$ is a path in the complex $s$ - (or $t$-) space such that the value of the integral is not changed by a translation parallel to the real axis. This means that $C$ starts in some direction at infinity where the integrand is zero and ends in another, nonequivalent direction. We can always start or end in a "channel" parallel to the positive real axis at a distance of an odd number times $\pi$ from it in the $t$ space. In these channels the double exponential part of (7) becomes zero. If $b>0$, we can also move parallel to the imaginary axis, and if $b<0$, we can move parallel to the negative real axis. Some symmetrical

[^148]paths and their nomenclature used in I are shown in Fig. 1.

The solutions of (6) with the condition $f(0)=1$ are:

$$
\begin{equation*}
f(x)=I(x, b, d, C) / I(0, b, d, C) . \tag{8}
\end{equation*}
$$

In particular, we want to know the derivatives at $x=0$ :
$f^{(n)}(0)=e^{n(a-b / 2)} I(0, b, d-n b, C) / I(0, b, d, C)$.
The solutions of (4) can be obtained by the same methods. As we aim at the most possible mathematical rigor, we first solve the equation in a discrete case where the continuous volume is divided into a finite number $M$ of cells around points $\mathbf{r}_{1}, \cdots, \mathbf{r}_{M}$. These cells have volumes $\Delta_{1}, \cdots, \Delta_{M}$. Any function is


Fig. 1. Some paths for the integral in (7) are shown. Paths $a-d$ are suitable when $b>0$ (together with a path along the imaginary axis $=$ $C_{0}$ ) ; e-g are suitable when $b<0$. We name them as follows:
(a) (a path, symmetrical with respect to the imaginary axis, starting and ending in the first channels) $C_{p}^{1}(+)$;
(b) (antisymmetrical with respect to the imaginary axis) $C_{a}^{1}(+)$;
(c) $C_{8}^{2}(t) ;$
(d) $C_{a}^{2}(+)$;
(e) (valid for $b<0$, and symmetrical with respect to the real axis) $C_{s}^{1}(-)$;
(f) $C_{a}^{1}(-)$;
(g) $C_{8}^{2}(-)$.
written as a vector: $f(\mathbf{r}) \rightarrow\left\{f_{1}=f\left(\mathbf{r}_{1}\right), f_{2}, \cdots, f_{M}\right\}$. Instead of (4) we get a system of partial differential equations

$$
\begin{align*}
& \frac{\partial F\left[u_{1}, \cdots, u_{M}\right]}{\partial u_{n}} \\
& =\exp \left(\alpha-\Omega_{0}+\log \Delta_{n}-\beta U_{n}\right) \\
& \quad \times F\left[\left(u_{1}+1\right) e^{-\beta \varphi_{1 n}}-1,\right. \\
& \left.\quad\left(u_{2}+1\right) e^{-\beta \varphi_{2 n}}-1, \cdots,\left(u_{M}+1\right) e^{-\beta \varphi_{M N n}}-1\right], \tag{10}
\end{align*}
$$

whose solutions are
$I_{M}\left(u_{1}, \cdots, u_{M} ; S_{M}\right)$

$$
\begin{align*}
= & \text { const } \times \int_{S_{M}} \exp \left\{\sum_{n, n} s_{n} s_{n^{\prime}} \frac{\beta \varphi_{n n^{\prime}}}{2} \Delta_{n} \Delta_{n^{\prime}}\right. \\
& +\sum_{n}\left(u_{n}+1\right) \Delta_{n} \\
& \left.\times \exp \left(\sum_{n^{\prime}} \beta \varphi_{n n^{\prime}} s_{n^{\prime}} \Delta_{n^{\prime}}+B_{n}\right)\right\} d s_{1} \cdots d s_{M} . \tag{11}
\end{align*}
$$

Here

$$
\begin{equation*}
B_{n}=\alpha-\Omega_{0}-\beta U_{n}-\varphi_{n n} . \tag{12}
\end{equation*}
$$

In the continuous limit we get

$$
\begin{align*}
J[u(\mathrm{r}) ; S] & =\lim _{\substack{M \rightarrow \infty \\
\text { all } \Delta_{n} \rightarrow 0}} I_{M}\left[u_{1} \cdots u_{M} ; S_{M}\right] \\
& =\text { const } \times \int_{S} \Phi[u, s] \prod_{\mathbf{r}} d s(\mathbf{r}), \tag{13}
\end{align*}
$$

where $\Phi$ is the functional

$$
\begin{align*}
& \Phi[u(\mathbf{r}), s(\mathbf{r})] \\
& =\exp \left\{\iint s(\mathbf{r}) s\left(\mathbf{r}^{\prime}\right) \frac{\beta \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{2} d^{3} r d^{3} r^{\prime}+\int[u(\mathbf{r})+1]\right. \\
& \left.\quad \times \exp \left(\int \beta \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}+B(\mathbf{r})\right) d^{3} r\right\} ;  \tag{14}\\
& B(\mathbf{r})=\alpha-\Omega_{0}-\beta U(\mathbf{r})-\varphi(0) . \tag{15}
\end{align*}
$$

The conditions upon the paths $S_{M}$ are very much the same as these of the paths $C$ in (7). In fact, they must be composed of the paths shown in Fig. 1. Each variable is integrated along a combination of these paths.
We always consider the functional integral as the limit (13). In this way, it is not necessary that the limits of the integrals exist, but that the limits of certain quotients exist. We always write the formal functional expressions and understand them as the respective limits. From a physical point of view, this is completely satisfactory. It also seems to be probable, although no mathematical proof has been obtained, that only functions with a finite (or possibly an
enumerable) number of discontinuities contribute to the physical properties. If this is the case, the integrals in (14) are proper Riemann integrals. (If it were not the case, the actual division of the space, which has no physical meaning, would be crucial.)

To get the generating functional, we require that

$$
\begin{equation*}
\mathscr{F}[0]=1, \tag{16}
\end{equation*}
$$

and for the distribution functions we get

$$
\begin{align*}
& F_{n}\left(\mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right) \\
& =\left[\frac{\delta^{(n)} \mathcal{F}[u]}{\delta u\left(\mathbf{r}_{1}\right) \cdots \delta u\left(\mathbf{r}_{n}\right)}\right]_{u=0} \\
& =\int_{S} \Phi_{n}\left[0, s ; \mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right] \prod d s(\mathbf{r}) / \int_{S} \Phi[0, s] \prod d s(\mathbf{r}) \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
& \Phi_{n}\left[u, s ; \mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right] \\
& =\exp \left\{n\left(\alpha-\Omega_{0}\right)-\beta \sum_{k=1}^{n} U\left(\mathbf{r}_{k}\right)-\beta \sum_{k, j=1}^{n} \sum_{n} \varphi\left(\mathbf{r}_{k}-\mathbf{r}_{j}\right)\right\} \\
& \quad \times \exp \left\{\iint s(\mathbf{r}) s\left(\mathbf{r}^{\prime}\right) \frac{\beta}{2} \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d^{3} r d^{3} r^{\prime}\right. \\
& \quad+\int[u(\mathbf{r})+1] \exp \left[\int \beta \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime}\right) d^{3} \mathbf{r}^{\prime}\right. \\
& \left.\left.\quad+B_{n}\left(\mathbf{r} ; \mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right)\right] d^{3} r\right\} \tag{18}
\end{align*} \text { Here }
$$

$$
\begin{equation*}
B\left(\mathbf{r} ; \mathbf{r}_{1}, \cdots, \mathbf{r}_{n}\right)=B(\mathbf{r})-\beta \sum_{k=1}^{n} \varphi\left(\mathbf{r}-\mathbf{r}_{k}\right) . \tag{19}
\end{equation*}
$$

$B$ is the same function as in (15).

## 3. SOME PROPERTIES OF THE INTEGRALS

One obvious way to try to calculate (14) [or the simpler integral (7)] is to develop the double exponential factor in the integrand into a power series. Then each term gives an integral over a Gaussian function which can be calculated. The series corresponds directly to the Ursell-Mayer series. ${ }^{7}$ It is, however, easy to understand that this series can give a correct answer only in those cases where the Gaussian factor determines the behavior at infinity. This means that it can only be an asymptotic series for integrals parallel to the real axis. In particular, this series does not make any difference between the various channels and it is probably always divergent when the quadratic form

$$
\int s(\mathbf{r}) \not\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime}\right) d^{3} r d^{3} r^{\prime}
$$

is not positively definite.

[^149]Another way to get an approximation of the integral is to look for saddle points of the integrand. In fact, we find those for the function $s(\mathbf{r})$, obeying the equation

$$
\begin{align*}
& s_{0}(\mathbf{r})+[u(\mathbf{r})+1] \\
& \quad \times \exp \left[\beta \int \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s_{0}\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}+B(\mathbf{r})\right]=0 \tag{20}
\end{align*}
$$

If we put $u=0$ and $s(\mathbf{r})=-\rho(\mathbf{r})$, this becomes a molecular-field equation for an average density $\rho(\mathbf{r})$, as the second term gives the Bolzmann distribution from a potential $\int \varphi\left(\mathbf{r}-r^{\prime}\right) \rho\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}$ arising from this density. ${ }^{8}$ If we expand the integral around the saddle point, we again obtain a Gaussian form, which represents the total integral if its range is small. In particular, its width must be smaller than the periods of trigonometric functions, arising from the complex values of the functions.

In order to get an easy understanding of the procedure, we first examine the simple integral (7). We use the second form and get a saddle point when

$$
\begin{equation*}
s_{0}(x)+(x+1) e^{s_{0}(x)+d}=0 . \tag{21}
\end{equation*}
$$

The derivative of $s(x)$ is given by

$$
\begin{align*}
s_{0}^{\prime}(x) & =-e^{b s_{0}(x)+d} /\left[1+b(x+1) e^{b s_{0}(x)+d}\right] \\
& =\frac{s_{0}(x) /(1+x)}{1-b s_{0}(x)} \tag{22}
\end{align*}
$$

In the neighborhood of $s_{0}(x)$, the integrand of (7) becomes

$$
\begin{align*}
\Phi(\sigma, x) \approx \exp \left\{\frac{s_{0}(x)}{2}\right. & {\left.\left[b s_{0}(x)-2\right]\right\} } \\
& \times \exp \left\{\frac{b \sigma^{2}}{2}\left[1-b s_{0}(x)\right]\right\}, \tag{23}
\end{align*}
$$

where $s=s_{0}(x)+\sigma$. If this expression is used in (7) and (8), we get

$$
\begin{align*}
f(x) \approx \exp \left\{\frac{b}{2}\left[s_{0}(x)-s_{0}(0)\right][ \right. & \left.\left.s_{0}(x)+s_{0}(0)-\frac{2}{b}\right]\right\} \\
& \times\left|\frac{1-b s_{0}(x)}{1-b s_{0}(0)}\right|^{\frac{1}{2}} \tag{24}
\end{align*}
$$

The derivative of $f$ at $x=0$ is then obtained from (22) and (24):

$$
\begin{equation*}
f^{\prime}(0)=-s_{0}(0)+\frac{b}{2} s_{0}(0)\left[1-b s_{0}(0)\right]^{-2} . \tag{25}
\end{equation*}
$$

[^150]An interesting case arises when $b$ is negative ( $=-\beta$ ). Then (21) has two real solutions if

$$
d+\log \{\beta(x+1)\}
$$

is less than one. One of these solutions is between 0 and $-1 / \beta$, the other is smaller than $1 / \beta$. If $e^{d}$ is much smaller than 1 and $\beta$ not too large, this is fulfilled and the saddle-point method gives an accurate result. We get the following solutions:
(1) $s_{0}(x) \approx-(x+1) e^{d}$,
(2) $s_{0}(x) \approx-|d| / \beta-1 / \beta \log \{|d| \mid \beta(x+1)\}$.

For $f^{\prime}(o)$ this gives
(1) $f^{\prime}(o) \approx e^{d}(1+\beta / 2)+O\left(e^{2 d}\right)$,
(2) $f^{\prime}(o) \approx|d| / \beta+1 / \beta \log \{|d| / \beta\}$.

We also see that (25) has a pole if $b s_{0}(0)=1$. This merely expresses the fact that the width of the Gaussian approximation in (23) is large and that this method, strictly speaking, is inapplicable. The pole has no direct meaning, although it indicates an approximate site of a possible phase transition.

We treat the functional integrals in the same way. Before writing down the formal expressions, we draw some conclusions from (27) which are immediately applicable in the physical case. We get such expressions if we have a negative interaction and a small value of $\exp \{d\}$. The latter quantity is essentially the fugacity. The first expression in (27) for the derivatives of the generating functional gives the density, and we find that it is small for the first type of solutions; in fact, it is proportional to the fugacity, as it should be. The second solution, however, gives a very large density which increases with the fugacity. This is, of course, physically impossible. (It would mean that the pressure is negative.) Therefore, only the first solution is physically possible, which means that we have symmetrical paths of the type $C_{s}(-)$ in Fig. 1. The second type of solution, corresponding to antisymmetrical paths of the type $C_{a}(-)$, is not possible for small values of the fugacity. However, for larger values of the fugacity, it behaves in the same way as the first solution and can represent a physically possible state. It seems possible that this indeed is the liquid state. A rough estimate, made in I, shows that the transition to the liquid state really occurs in a region where the two solutions are equally possible.
The corresponding relations for the multidimensional case can be written in a formula similar to (24). We do it for the discrete case and use (11) for the integrand. The saddle point obeys the equation

$$
\begin{equation*}
s_{n}^{0}(u)+\left(u_{n}+1\right) \exp \left\{\beta \sum \varphi_{n n^{\prime}} s_{n^{\prime}}^{0}(u) \Delta_{n^{\prime}}+B_{n}\right\}=0 \tag{28}
\end{equation*}
$$

Then (11) gives

$$
\begin{align*}
F\left[u_{1} \cdots u_{M}\right] \approx & \exp \left\{\sum_{n} \sum_{n^{\prime}}\left[s_{n}^{0}(u)-s_{0}^{0}(o)\right]\right\} \\
& \times\left\{\sum_{n^{\prime}} \frac{\beta}{2} \varphi_{n n^{\prime}}\left[s_{n^{\prime}}^{0}(u)+s_{n^{\prime}}^{0}(o)\right] \Delta_{n^{\prime}}-1\right\} \\
& \times \exp \left\{-\frac{1}{2} \log [\operatorname{det} F(u) / \operatorname{det} F(o)]\right\} . \tag{29}
\end{align*}
$$

Here $F$ is the matrix $\left\{F_{n n^{\prime}}\right\}$ :

The quotient of the determinants can, of course, be written as the quotients of the products of the eigenvalues when the logarithm gives a sum which, in the continuous limit, becomes an integral.

From (28) we can now evaluate derivatives $\delta s_{n}^{0}(u) /$ $\delta u(\mathbf{r})$ which are used to get the distribution functions from (30).

## 4. THE PROBLEM OF HARD CORES

In the formulas (13)-(15), it has been necessary to assume that $\varphi(\mathbf{r})$ is always finite. This is probably not fulfilled for real potentials, but, as has already been mentioned, the actual behavior for small $r$ is usually immaterial in physical problems.

As in earlier problems, we first study the behavior of formula (7) when $b$ is very large. This will show the general method. If we integrate along the imaginary axis, we can use the aforementioned series in powers of $e^{d}$ :

$$
\begin{align*}
I(x)= & \text { const } \times \int_{c} \exp \left(\frac{b s^{2}}{2}\right)\left[1+(x+1) e^{b s+a+b / 2}\right. \\
& \left.+\frac{1}{2}(x+1)^{2} e^{2 b a+2 a+b}+\cdots\right] \\
= & \text { const } \times \int_{c}\left\{\exp \left(\frac{b s^{2}}{2}\right)\right. \\
& +(x+1) e^{a} \cdot \exp \left[\frac{b(s+1)^{2}}{2}\right] \\
& \left.+\frac{1}{2} e^{2 a} \exp \left[\frac{b(s+2)^{2}}{2}-\frac{3 b}{2}\right]+\cdots\right\} d s \tag{31}
\end{align*}
$$

When $b \rightarrow \infty$, we get the following relation from (8) when we integrate along the entire imaginary axis:

$$
\begin{equation*}
\lim _{b \rightarrow \infty} f(x)=1+\frac{x}{1+e^{-a}} \tag{32}
\end{equation*}
$$

If we integrate along an allowed channel parallel to the real axis, the integrand becomes

$$
\begin{align*}
& \Phi(x, \sigma)= \exp \\
& {\left[\frac{b \sigma^{2}}{2}+i(2 n+1) \pi \sigma\right.}  \tag{33}\\
&\left.-\frac{(2 n+1)^{2} \pi^{2}}{b}-(x+1) e^{b \sigma+a+b / 2}\right] .
\end{align*}
$$

Here $s=\sigma+i(2 n+1) \pi$. It is easy to see that it is a monotonically decreasing function of $\sigma$. When $\sigma$ is finite, it is certainly zero if $b$ is infinitely large. Therefore, for the paths of the type $C_{a}(+)$ or $C_{s}(+)$ in Fig. 1 , the integrals along the parts parallel to the real axis are zero. We thus have to consider only parts along the imaginary axis where (31) is valid.
We now consider two important cases. The first one is the discrete lattice gas, for which (11) is immediately valid with all $\Delta_{n}=1$. However, we must have $\varphi_{n n}=\infty$, as otherwise we would allow several particles at the same point. We can do the same expansion as in (31). It is easy to see that the result (32), when integrating along the entire imaginary axis for all variables, is equivalent to

$$
\begin{align*}
& I_{M}\left(u_{1}, \cdots, u_{M} ; C_{0}\right) \\
& =\text { const } \times \int_{C} \exp \left(\sum_{n, m} s_{n} s_{m} \frac{\beta \varphi_{n m}}{2}\right) \prod_{n}\left\{1+\left(u_{n}+1\right)\right. \\
& \left.\quad \times \exp \left[\sum_{m} \beta \varphi_{n m} s_{m}+B_{n}^{0}\right]\right\} \prod_{n} d s_{n} . \tag{34}
\end{align*}
$$

In formula (34), all $\varphi_{n n}=0$, and $B_{n}^{0}$ is given by (12) without $\varphi_{n n}$. $C_{0}$ means that all $s^{n}$ are integrated along the same path. Formula (34) is in fact equivalent to the one derived by Siegert for the partition function. ${ }^{9}$

In principle, we can use this method to treat singular potentials with infinite $\varphi(0)$ or an infinite hard core. We can use the same formula, (34), when the hard core is taken away. This is, as before, only valid for paths parallel to the imaginary axis. We get, in the discrete case,

$$
\begin{align*}
& I_{M}\left(u_{1} \cdots u_{M} ; C_{0}\right) \\
& \quad=\text { const } \times \int_{C} \exp \left\{\sum_{n, m} s_{n} s_{m} \frac{\beta \varphi_{n m}}{2}\right\} \\
& \quad \times \prod_{n}\left[1+\theta_{n}\left(u_{n}+1\right) \exp \left\{\sum_{m} \beta \varphi_{n m} s_{m}+B_{n}^{0}\right\}\right] d s_{n} \tag{35}
\end{align*}
$$

In (35) $\varphi_{n m}$ is chosen in such a way that it is zero inside the hard core. $\theta^{n}$ is an operator, which obeys the following rules:

$$
\begin{aligned}
\theta_{n} \cdot \theta_{m} & =0, \text { if } n \text { and } m \text { are inside the same core, } \\
& =1, \text { otherwise. }
\end{aligned}
$$

## 5. CONNECTION WITH WIENER INTEGRALS

The only type of functional integral which is extensively studied is the Wiener integral, which can

[^151]be written as
\[

$$
\begin{align*}
\mathfrak{J}=\lim \int_{a}^{b} & \cdots \int_{n} \exp \left[-\sum_{n} \frac{\left(s_{n+1}-s_{n}\right)^{2}}{\Delta_{n}}\right] \\
& \times F\left(s_{1} \cdots s_{n}\right) \Pi d s_{n} \tag{36}
\end{align*}
$$
\]

Such an integral can be properly defined. ${ }^{10}$
Formally, it can be written as

$$
\begin{equation*}
\mathfrak{J}=\int \cdots \int_{a}^{b} \exp -\left\{\int\left[\frac{d s(x)}{d x}\right]^{2} d x\right\} F[s] \prod_{x} d s(x) \tag{37}
\end{equation*}
$$

Our integrals cannot, in general, be written in this way. However, in the cases where all $s$-variables are integrated along the imaginary axis, it can be transformed to this form, when $a$ and $b$ are allowed to go to infinity. One obvious way is the case of an onedimensional Coulomb potential which obeys the equation

$$
\begin{equation*}
\frac{d^{2} \varphi(x)}{d x^{2}}=\delta(x) \tag{38}
\end{equation*}
$$

We make the following substitution in (14):

$$
\begin{equation*}
s(x)=i \frac{d^{2}}{d x^{2}} t(x) \tag{39}
\end{equation*}
$$

The Gaussian factor is then

$$
\begin{equation*}
\int s(x) \varphi\left(x-x^{\prime}\right) s\left(x^{\prime}\right) d x d x^{\prime}=-\int\left[\frac{d t(x)}{d x}\right]^{2} d x \tag{40}
\end{equation*}
$$

The complete integral is

$$
\begin{align*}
J(u)= & \text { const } \times \int \exp \left\{-\int\left[\frac{d t(x)}{d x}\right]^{2} d x\right. \\
& \left.+\int[u(x)+1] \exp [i t(x)+B(x) d x]\right\} \prod_{x} t(x) \tag{41}
\end{align*}
$$

where $\varphi(0)=0$, which is why it causes no difficulty here. $B(x)$ would include a background change distribution. Equation (41) is a true Wiener integral, written in a formal way, and is equivalent to the integral derived by Lenard and Edwards. ${ }^{11}$

In fact, an integral of the type (41) can be written down for all positive-definite integrals. We note that the quadratic form can be written (here, for the sake

[^152]of simplicity, we consider the one-dimensional case):
\[

$$
\begin{align*}
\int & s(x) \varphi\left(x-x^{\prime}\right) s\left(x^{\prime}\right) d x d x^{\prime} \\
& =\int\left[s_{+}^{2}(k)+s_{-}^{2}(k)\right] \varphi(k) \frac{d k}{2 \pi} \\
& =-\int\left[t_{+}^{2}(k)+t_{-}^{2}(k)\right] k^{2} \frac{d k}{2 \pi}=\int-\left[\frac{d t(x)}{d x}\right]^{2} d x . \tag{42}
\end{align*}
$$
\]

Here

$$
\begin{equation*}
s_{+}(k)=\int s(x) \cos k x d x, \quad s_{-}(k)=\int s(x) \sin k x d x \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{+}(k)=i\left[\varphi^{\frac{1}{2}}(k) / k\right] s_{+}(k) . \tag{44}
\end{equation*}
$$

This transformation gives the following integral:

$$
\begin{align*}
& \mathfrak{y}(u)= \text { const } \times \int \exp \left\{-\left[\frac{d x(x)}{d x}\right]^{2} d x\right. \\
&+\int[u(x)+1] \exp \left[-i \int \frac{d}{d x}{\phi^{\frac{1}{2}}\left(x-x^{\prime}\right) t\left(x^{\prime}\right) d x^{\prime}} \begin{array}{rl} 
& +B(x)] d x\} \Pi d t(x)
\end{array}\right.
\end{align*}
$$

$\varphi^{\frac{1}{2}}(x)$ is the Fourier transform of $\varphi^{\frac{1}{2}}(k)$, which is a well-defined function.

## 6. THE EXTERNAL FIELD AVERAGE

The fact that the integrals are so closely related to the molecular-field approach suggests that the functional integral can be interpreted as an averaging procedure over possible external, complex densities. In fact, this appears to be a valuable approach, because a number of different physical problems can evidently be written by functional integrals in essentially the same way.
We first consider Eq. (4) without an interaction potential, but with an external density $\rho$ :

$$
\begin{align*}
\frac{\delta \mathcal{F}_{0}[u ; \rho]}{\delta u\left(\mathbf{r}^{\prime}\right)}= & \exp \left[\alpha-\beta U\left(\mathbf{r}^{\prime}\right)\right. \\
& \left.-\beta \int \varphi\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \rho\left(\mathbf{r}^{\prime \prime}\right) d^{3} r^{\prime \prime}-\Omega_{0}\right] \mathscr{F}[u, \rho] . \tag{46}
\end{align*}
$$

This equation has the solution

$$
\begin{align*}
\mathcal{F}_{0}[u ; \rho]= & \exp \left\{\int d^{3} r u(\mathbf{r})\right. \\
& \left.\times \exp \left[-\beta \int \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \rho\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}+B(\mathbf{r})\right]\right\} \tag{47}
\end{align*}
$$

where $B$ is the same as in (15). This means that (14)
can be written in the following form:

$$
\begin{align*}
\mathcal{F}[u]=\text { const } \times \int & \exp \\
& {\left[\int s(\mathbf{r}) s\left(\mathbf{r}^{\prime}\right) \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d^{3} r d^{3} r^{\prime}\right] }  \tag{48}\\
& \times \mathcal{F}_{0}[u+1,-s] \prod_{\mathbf{r}} d s(\mathbf{r})
\end{align*}
$$

This is, of course, an averaging over the external field $s(\mathbf{r})$.
We immediately see that the integral (34) is of the same type, since a nonnormalized generating functional for an external density $\rho_{m}$ is
$I_{0}\left[u_{1} \cdots u_{M} ; \rho_{1} \cdots \rho_{M}\right]$
$=\prod_{n}\left\{1+\left(u_{n}+1\right) \exp \left[-\Sigma \beta \varphi_{n m} \rho_{m}+B_{n}^{0}\right]\right\}$.
We can also get the same expression in the quantummechanical case. There, instead of distribution functions, we use the Green's functions
$G_{n}\left(\mathbf{r}_{1} t_{1}, \cdots, \mathbf{r}_{n} t_{n} ; \mathbf{r}_{1}^{\prime} t_{1}^{\prime}, \cdots, \mathbf{r}_{n}^{\prime} t_{n}^{\prime}\right)$
$=\left(\frac{1}{i}\right)^{n}\left\langle T\left[\psi\left(\mathbf{r}_{1} t_{1}\right) \cdots \psi\left(\mathbf{r}_{n} t_{n}\right) \psi^{*}\left(\mathbf{r}_{n}^{\prime} t_{n}^{\prime}\right) \cdots \psi^{*}\left(\mathbf{r}_{1}^{\prime} t_{1}^{\prime}\right)\right]\right\rangle$.
At the beginning we assume that the particles obey Bose statistics. As in the classical case, we use a generating functional here:

$$
\begin{align*}
& \mathcal{F}[u, v] \\
&=1+\sum_{1}^{\infty} \frac{1}{(n!)^{2}} \int \cdots \int G_{n}\left(\mathbf{r}_{1} t_{1} \cdots \mathbf{r}_{n} t_{n} ; \mathbf{r}_{1}^{\prime} t_{1}^{\prime} \cdots \mathbf{r}_{n}^{\prime} t_{n}^{\prime}\right) \\
& \times u\left(\mathbf{r}_{1} t_{1}\right) \cdots u\left(\mathbf{r}_{n} t_{n}\right) \\
& \times v\left(\mathbf{r}_{1}^{\prime} t_{1}^{\prime}\right) \cdots v\left(\mathbf{r}_{n}^{\prime} t_{n}^{\prime}\right) d^{3} r_{1} d t_{1} \cdots d^{3} r_{n}^{\prime} d t_{n}^{\prime} . \tag{51}
\end{align*}
$$

We thus obtain a chain of equations for the Green's functions, which can be written in terms of $\mathscr{F}$ as ${ }^{12}$

$$
\begin{align*}
{\left[i \frac{\partial}{\partial t}+\right.} & \left.\frac{\hbar^{2}}{2 m} \nabla^{2}\right] \frac{\delta \mathcal{F}[u, v]}{\delta u(\mathbf{r}, t)} \\
= & v(\mathbf{r}, t) \mathcal{F}+U(\mathbf{r}, t) \frac{\delta \mathscr{F}}{\delta u(\mathbf{r}, t)} \\
& +i \int \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \frac{\delta^{3} \widetilde{\mathscr{F}}}{\delta u\left(\mathbf{r}^{\prime}, t\right) \delta v\left(\mathbf{r}^{\prime} t\right) \delta u(\mathbf{r}, t)} . \tag{52}
\end{align*}
$$

By using an integral transformation in the function space, a formal solution of (52) was obtained in I in the form of a functional integral:

$$
\begin{array}{r}
\mathscr{F}[u, v]=\int_{C} \exp \left\{\int[p(\mathbf{r}, t) u(\mathbf{r}, t)+q(\mathbf{r}, t) v(\mathbf{r}, t)] d^{3} r d t\right\} \\
\times \overrightarrow{\mathscr{F}}[p, q] d p d q . \tag{53}
\end{array}
$$

${ }^{12}$ This equation was first derived in P. C. Martin and J. Schwinger, Phys. Rev. 115, 1342 (1959).
$C$ is a suitable path in the complex function space, and $\overline{\mathfrak{F}}=$ const $\times \exp \left[-\int q(\mathbf{r}, t)\left(i \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2 m} \nabla^{2}\right) p(\mathbf{r}, t) d^{3} r d t\right.$

$$
\begin{align*}
& +\beta \int U(\mathbf{r}) p(\mathbf{r}, t) q(\mathbf{r}, t) d^{3} r d t \\
& +\frac{i \beta}{2} \int p(\mathbf{r}, t) q(\mathbf{r}, t) \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \\
& \left.\times p\left(\mathbf{r}^{\prime} t\right) q\left(\mathbf{r}^{\prime} t\right) d^{3} r d^{3} r^{\prime} d t\right] \tag{54}
\end{align*}
$$

We can rewrite (54) by using

$$
\begin{align*}
& \int \Pi d s \exp \left\{-\frac{i \beta}{2} \int[s(\mathbf{r}, t)-p(\mathbf{r}, t) q(\mathbf{r}, t)]\right. \\
& \left.\quad \times \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left[s\left(\mathbf{r}^{\prime}, t\right)-p\left(\mathbf{r}^{\prime}, t\right) q\left(\mathbf{r}^{\prime}, t\right)\right] d t d^{3} r d^{3} r^{\prime}\right\} \\
& = \\
& \quad \text { const } \mathbf{l}_{1} \times=\int \mathrm{II} d s \exp \left\{-\frac{i \beta}{2} \int\left[s(\mathbf{r}, t) \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime} t\right)\right.\right. \\
& \left.\left.\quad+2 s(\mathbf{r}, t) \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) p\left(\mathbf{r}^{\prime} t\right) q\left(\mathbf{r}^{\prime} t\right)\right] d^{3} r d^{3} r^{\prime} d t\right\} \\
& \quad \times \exp \left\{-\frac{i \beta}{2} \int p(\mathbf{r}, t) q(\mathbf{r}, t)\right.  \tag{55}\\
& \left.\quad \times \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) p\left(\mathbf{r}^{\prime}, t\right) q\left(\mathbf{r}^{\prime} t\right) d^{3} r d^{3} r^{\prime} d t\right\} .
\end{align*}
$$

As in the classical case, we regard the functional integrals as limits of multidimensional integrals, in
the sense that all expressions except those with physical meaning are purely formal. From (57), we see that the solution in the presence of an external density, but without interaction potential, is

$$
\begin{align*}
& \overline{\mathcal{F}}_{0}[p, q ; \rho] \\
& =\text { const }_{2} \times \exp \left\{-\int q(\mathbf{r}, t)\left(i \frac{\partial}{\partial t}+\frac{\hbar^{2}}{2 m} \nabla^{2}\right) p(\mathbf{r} t) d^{3} r d t\right. \\
& \quad+\beta \int\left[U(\mathbf{r}, t)+\int \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \rho\left(\mathbf{r}^{\prime}, t\right) d^{3} r^{\prime}\right] \\
&  \tag{56}\\
& \left.\quad \times p(\mathbf{r}, t) q(\mathbf{r}, t) d^{3} r d t\right\} .
\end{align*}
$$

By the use of (55), (56) can be rewritten as

$$
\begin{align*}
\overline{\mathscr{F}}[p, q]= & \operatorname{const}_{3} \cdot \int \exp \left\{-\frac{i \beta}{2}\right. \\
& \left.\times \int s(\mathbf{r}, t) \varphi\left(\mathbf{r}-\mathbf{r}^{\prime}\right) s\left(\mathbf{r}^{\prime}, t\right) d^{3} r d^{3} r^{\prime} d t\right\} \\
& \times \overline{\mathscr{F}}_{0}[p, q ;-i s] \Pi d s . \tag{57}
\end{align*}
$$

Together with (56), this expression is essentially the same as (48): an averaging over an external density.

In I, the form (53) was used only for Bose systems. It would be applicable to a system of fermions if the variables, $u, v, p$, and $q$ were not ordinary functions, but belonged to an anticommuting algebra. This seems to be a complicated task, although the expressions have a formal meaning. However, (57) can be used directly for a Fermi system if $\boldsymbol{F}_{0}$ is the independent particle solution in an external field.
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#### Abstract

The operators of Elliott are extended in such a way that they also describe an $S U_{3}$ algebra in the mixedshell space $\mathcal{H}^{*}$, where $\mathscr{H}^{*}$ is given as the direct sum of two spaces $\mathcal{M}(O p)$ and $\mathcal{K}(0 d, 1 s)$ spanned by the single-particle wavefunctions in the ( $0 p$ ) and ( $0 d, 1 s$ ) shells of a harmonic-oscillator potential. The representation of $S U_{3}$ in this space $\mathscr{H}^{*}$ is investigated in detail by the aid of the weight diagram in a way analogous to that of Banerjee and Levinson. The basis is expressed in an explicit manner using the oneparticle wavefunctions in the usual shell model. The states arising from two- and three-particle systems are classified according to the irreducible representations in this extended space.


## 1. INTRODUCTION

The $\mathrm{SU}_{3}$-coupling scheme of Elliott ${ }^{1}$ has made it possible to reveal the rotational character of some nuclear levels on the basis of single-particle shell model in a harmonic-oscillator potential, especially for the ( $0 d, 1 s$ ) nuclei with remarkable success. The structure and the representation of the $S U_{3}$ algebra, which constitute the mathematical foundation of the Elliott scheme, have been investigated by several authors ${ }^{2-4}$ for the purpose of wider application to the theory of nuclear structure. Banerjee and Levinson ${ }^{2}$ have established a formalism to treat the residual interactions within this scheme, while Moshinsky ${ }^{3}$ and his collaborators have developed another formalism to construct the irreducible state-vectors in polynomial forms of creation operators, which is applicable not only in the $S U_{3}$ scheme but also in the seniority scheme, and then applied it to the analysis of the ( $0 d, 1 s$ ) nuclei.

Physically speaking, the operators of Elliott are composed of the transport operators which carry a nucleon from a state ( $n l m$ ) to another state ( $n^{\prime} l^{\prime} \mathrm{m}^{\prime}$ ) in a same energy shell; that is to say, the acting space of these operators is limited to the shell space of a definite energy. On the other hand, if one attempts to apply this scheme to the configurations extending over different shells, $(0 p)^{a}(0 d, 1 s)^{b}$ for example, one makes the direct product ${ }^{5,6}$ of the $S U_{3}$-irreducible statevectors belonging to each configuration ( $0 p)^{a}$ or $(0 d, 1 s)^{b}$, and then decomposes it by the Clebsch-

[^153]Gordan coefficients of the $\mathrm{SU}_{3}$ group. The irreducible components thus formed are assumed as the eigenstates of the compound configuration in the Elliott scheme.

In such formulation, however, the operators of Elliott are reduced to simple sums of two kinds of the transport operators belonging to the ( $0 p$ ) and ( $0 d, 1 s$ ) shell, respectively. As the result, the nucleons are carried separately in each shell by these operators, while the transport of nucleons into another shell does not take place at all. Because the effective interaction between nucleons should be derived from the secondorder invariant (Casimir operator) constructed from the operators of Elliott, the matrix elements of the above interaction involve the direct integrals only but no exchange integrals between the states of different shells. Moreover, one meets with the same situation for the analysis of the particle-hole systems; if one applies the direct-product procedure to the configuration ( $0 p)^{-n}(0 d, 1 s)^{n}$, for example, one cannot expect any contribution from the exchange integrals between particle and hole, which are usually considered indispensable ${ }^{7,8}$ for the evaluation of energy of the collective states in the particle-hole systems.
Thus, one way of amending the above failure in the direct-product procedure within the framework of the $S U_{3}$ scheme, would be to construct the generators of $S U_{3}$ algebra in the nine-dimensional mixed-shell space $\mathscr{K}^{*}(0 p, 0 d, 1 s)$ as linear combinations of the transport operators acting not only within one shell but also over different shells. If it were achieved, the matrix elements of the Casimir operator would certainly involve the exchange integrals and, thus, a more satisfactory $\mathrm{SU}_{3}$ scheme would be obtained also for the particle-hole systems.

[^154]In this article, we verify the existence of the generators of $S U_{3}$ algebra in the mixed-shell space $\mathbb{N}^{*}$ by extending the operators of Elliott and then proceed to investigate its representations in $\mathcal{M}$ * following Banerjee and Levinson. It should be noticed, however, that the generators and the Casimir operator in our scheme do not conserve the parity, because they involve the transport operators carrying nucleons from one shell to another. Thus, the basis of the irreducible representations of our scheme cannot be expected to give the realistic physical states immediately; some procedures must be performed in order to project this basis into the states with definite parity.

In Sec. 2, we define nine operators $v_{q}^{(t)}(t=0,1,2$; $q=t, t-1, \cdots,-t)$ as linear combinations of the transport operators in the mixed-shell space by modifying the forms of the operators of Elliott. The commutators among eight of these, $v_{q}^{(t)}(t=1,2)$, are shown to close among themselves, so that these eight operators may be considered as generators of a Lie algebra. Moreover, because the structure constants appearing in these commutation relations are identical with those of Elliott, one may conclude that this algebra should be $S U_{3}$. In Sec. 3, the weight diagram for this algebra is investigated in comparison with those of Banerjee and Levinson. The basis of our scheme is expressed in terms of one-body oscillator wavefunctions in the usual shell model. In Sec. 4 , the states arising from two- and three-particle systems are classified according to the irreducible representations in $\mathscr{N}^{*}$ for the chain of subalgebras $U_{n} \supset S U_{3} \supset R_{3}$.

## 2. GENERATORS OF $S U_{3}$ ALGEBRA

Before introducing our new operators, we summarize briefly the outline of the formalism of Elliott. As is well known, the quantum states of a single particle moving in a harmonic-oscillator potential are classified into energy shells $\delta(N)$ corresponding to the energy values of $\hbar \omega\left(N+\frac{3}{2}\right)$, where $\omega$ is the frequency of the oscillator and $N$ is any positive integer or zero. Each energy shell $\delta(N)$ consists of degenerate orbital states ( $n l m$ ) with definite parity, where $l=N, N-2$, $\cdots, 1,0$, and $n=\frac{1}{2}(N-l)$. Thus, the wavefunctions $\phi(n l m)$ of a single particle in $\mathcal{E}(N)$ span an $s$-dimensional vector space $\mathcal{K}_{s}$, where $s=\sum_{l}(2 l+1)$. Hereafter, for the sake of simplicity, we designate by $\mu$ a set of quantum numbers ( $n l m$ ) of a single nucleon in a harmonic-oscillator potential.

At first, one introduces the transport operators $E_{\mu}^{\mu^{\prime}}$ by the following expression:

$$
\begin{equation*}
E_{\mu}^{\mu^{\prime}}=a_{\mu^{\prime}}^{+} a_{\mu} \tag{1}
\end{equation*}
$$

where $a_{\mu}^{+}$and $a_{\mu}$ are the creation and annihilation operators of a single nucleon, obeying the commutation relations:

$$
\begin{equation*}
\left[a_{\mu^{\prime}}^{+}, a_{\mu}\right]_{+}=\delta_{\mu^{\prime} \mu}, \quad\left[a_{\mu^{\prime}}^{+}, a_{\mu}^{+}\right]_{+}=\left[a_{\mu^{\prime}}, a_{\mu}\right]_{+}=0 \tag{2}
\end{equation*}
$$

If one restricts the states $\mu$ to those belonging to $\delta(N)$, all the operators $E_{\mu}^{\mu^{\prime}}$ commute with the Hamiltonian $\mathscr{H}=\hbar \omega\left(\sum_{\mu} a_{\mu}^{+} a_{\mu}+\frac{3}{2}\right)$. Thus, physically speaking, the nucleons are carried by these operators among the states within a definite energy shell. The commutation relations of $E_{\mu}^{\mu^{\prime}}$ are calculated by the use of (2), giving the following result:

$$
\begin{align*}
& {\left[E_{\mu_{1}^{\prime}}^{\mu_{1}^{\prime}}, E_{\mu_{2}}^{\mu_{2}^{\prime}}\right]=E_{\mu_{1}}^{\mu_{2}^{\prime}} \delta_{\mu_{2}}^{\mu_{1}^{\prime}}-E_{\mu_{2}}^{\mu_{1}^{\prime}} \delta_{\mu_{1}}^{\mu_{2}} } \\
& \mu_{1}, \mu_{1}^{\prime}, \mu_{2}, \mu_{2}^{\prime} \in \delta(N) \tag{3}
\end{align*}
$$

As is seen from the above formula, the commutators of $E_{\mu}^{\mu^{\prime}}$ are expressed again in terms of linear combinations of $E_{\mu}^{\mu^{\prime}}$; that is to say, they are closed among themselves with respect to the commutator product, so that these $s^{2}$ operators constitute ${ }^{3}$ the generators of the unitary algebra $U_{s}$. The same holds also for an equivalent set of operators $u_{q}^{(t)}$ which were introduced by Elliott ${ }^{1}$ in the forms of the irreducible tensors of rank $t$ with respect to the three-dimensional rotation group $R_{3}$ :

$$
\begin{align*}
& u_{q}^{(t)}=(2 l+1)^{-\frac{1}{2}} \sum_{m, m^{\prime}}\left(l^{\prime} t m^{\prime} g \mid l^{\prime} t l m\right) E_{l m}^{l^{\prime} m^{\prime}} \\
& t=l+l^{\prime}, l+l^{\prime}-1, \cdots,\left|l-l^{\prime}\right| \\
&  \tag{4}\\
& \quad q=t, t-1, \cdots,-t .
\end{align*}
$$

The commutation relations among the $u_{q}^{(t)}$ are expressed as follows ${ }^{1}$ :

$$
\begin{align*}
& {\left[u_{q}^{(t)}\left(l l^{\prime}\right), u_{p}^{(s)}\left(k k^{\prime}\right)\right]} \\
& \quad=\sum_{r, v}(2 r+1)^{\frac{1}{2}}(t s q p \mid t s r v) \\
& \quad \times\left\{(-1)^{t+s-r} \delta\left(l^{\prime} k\right) W\left(t s l k^{\prime} ; r l^{\prime}\right) u_{v}^{(r)}\left(l k^{\prime}\right)\right. \\
&  \tag{5}\\
& \left.\quad-\delta\left(l k^{\prime}\right) W\left(t s l^{\prime} k ; r k^{\prime}\right) u_{v}^{(r)}\left(k l^{\prime}\right)\right\}
\end{align*}
$$

Next, the operators of Elliott which describe the $S U_{3}$ algebra are introduced in terms of $u_{q}^{(t)}$ or, equivalently, in terms of the transport operators $E_{\mu}^{\mu^{\prime}}$ acting in $\mathcal{M}_{s}$. They are defined as follows:

$$
\begin{align*}
L_{q}= & \sum_{l}[l(l+1)(2 l+1)]^{\frac{1}{2}} u_{q}^{(1)}(l l), \quad q=1,0,-1 \\
Q_{q}= & \sum_{l}\left[-(2 N+3)\left[\frac{(l(l+1)(2 l+1)}{(2 l-1)(2 l+3)}\right)^{\frac{1}{2}} u_{q}^{(2)}(l l)\right. \\
& +\left\{\frac{6(l+1)(l+2)(N-l)(N+l+3)}{(2 l+3)}\right\}^{\frac{1}{2}} \\
& \left.\times\left\{u_{q}^{(2)}(l, l+2)+u_{q}^{(2)}(l+2, l)\right\}\right] \\
& q=2,1, \cdots,-2 \tag{6}
\end{align*}
$$

For the sake of later convenience, we write down the operators $L_{q}$ and $Q_{q}$ for the ( $0 p$ ) and ( $0 d, 1 s$ ) shells:

$$
\begin{align*}
& N=1\left\{\begin{array}{l}
L_{q}(0 p)=(6)^{\frac{1}{2}} u_{q}^{(1)}(p p), \\
Q_{q}(0 p)=-(30)^{\frac{1}{2}} u_{q}^{(2)}(p p),
\end{array}\right.  \tag{7}\\
& N=2\left\{\begin{array}{l}
L_{q}(0 d, 1 s)=(30)^{\frac{1}{2}} u_{q}^{(1)}(d d), \\
Q_{q}(0 d, 1 s)=-(70)^{\frac{1}{2}} u_{q}^{(2)}(d d)+(40)^{\frac{1}{2}} \\
\times\left\{u_{q}^{(2)}(d s)+u_{q}^{(2)}(s d)\right\} .
\end{array}\right. \tag{8}
\end{align*}
$$

All these operators (6) commute with the Hamiltonian $\mathscr{H}$ and satisfy the following commutation relations which are verified by the use of (4):

$$
\begin{align*}
& {\left[L_{Q}, L_{a^{\prime}}\right]=-(2)^{\frac{1}{2}}\left(11 q q^{\prime} \mid 111 q+q^{\prime}\right) L_{a+\alpha^{\prime}}} \\
& {\left[Q_{q}, L_{Q^{\prime}}\right]=-(6)^{\frac{1}{2}}\left(21 q q^{\prime} \mid 212 q+q^{\prime}\right) Q_{q+q^{\prime}},}  \tag{9}\\
& {\left[Q_{q}, Q_{q^{\prime}}\right]=(90)^{\frac{1}{2}}\left(22 q q^{\prime} \mid 221 q+q^{\prime}\right) L_{q+q^{\prime}}}
\end{align*}
$$

As is seen from (9), the commutators of these eight operators, $L_{q}$ and $Q_{q}$, are closed among themselves, thus forming generators of a Lie algebra which was proved by Elliott ${ }^{1}$ to be $S U_{3}$.

We now introduce our new operators in the directsum space $\mathcal{M}(0 p \oplus \mathcal{M}(0 d, 1 s)$. As stated above, the spaces $\mathcal{M}(0 p)$ and $\mathcal{K}(0 d, 1 s)$ are already the representation spaces of the $S U_{3}$ algebra generated by the operators of Elliott [Eqs. (7) and (8), respectively]. We define anew nine operators $v_{q}^{(t)}$ as follows:

$$
\begin{align*}
& v^{(0)}=\sum_{l}(2 l+1)^{\frac{1}{2}} u^{(0)}(n l, n l), \\
& v_{\alpha}^{(t)}=\frac{1}{2}\left[v_{q}^{(t)}(0 p)+v_{q}^{(t)}(0 d, 1 s)+w_{q}^{(t)}(0 p, 0 d, 1 s)\right], \\
& \tag{10}
\end{align*}
$$

where $v_{q}^{(t)}(0 p)$ and $v_{q}^{(t)}(0 d, 1 s)$ are identical with the operators of Elliott [Eqs. (7) and (8)] except the sign of $u_{q}^{(2)}(0 p, 0 p)$, while the coupling operators $w_{q}^{(t)}$ ( $0 p, 0 d, 1 s$ ) are defined as follows:
$w_{q}^{(1)}(0 p, 0 d, 1 s)=i(10)^{\frac{1}{2}} u_{q}^{(1)}[0 p, 0 d]+i(8)^{\frac{1}{2}} u_{q}^{(1)}[0 p, 1 s]$,
$w_{q}^{(2)}(0 p, 0 d, 1 s)=-i(90)^{\frac{1}{2}} u_{q}^{(2)}[0 p, 0 d]$,
with the abbreviation

$$
u_{q}^{(t)}\left[n l, n^{\prime} l^{\prime}\right]=u_{q}^{(t)}\left(n l, n^{\prime} l\right)+u_{q}^{(t)}\left(n^{\prime} l^{\prime}, n l\right) .
$$

The commutation relations among the operators $v_{d}^{(t)}(t=1,2)$, give the following results (see Appendix):

$$
\begin{align*}
& {\left[v_{q}^{(1)}, v_{q^{\prime}}^{(1)}\right]=-(2)^{\frac{1}{2}}\left(11 q q^{\prime} \mid 111 q+q^{\prime}\right) v_{a+\alpha^{\prime}}^{(1)},} \\
& {\left[v_{a}^{(2)}, v_{q^{(1)}}^{(1)}\right]=-(6)^{\frac{1}{2}}\left(21 q q^{\prime} \mid 212 q+q^{\prime}\right) v_{a+q^{\prime}}^{(2)},}  \tag{12}\\
& {\left[v_{q}^{(2)}, v_{a^{\prime}}^{(2)}\right]=(90)^{\frac{1}{2}}\left(22 q q^{\prime} \mid 221 q+q^{\prime}\right) v_{a+q^{\prime}}^{(1)} .}
\end{align*}
$$

Comparing (12) with (9), we find that the eight operators $v_{q}^{(t)}$ defined above are closed among them-


Fig. 1. Weight diagram of $S U_{3}$ in $M^{*}$
selves with respect to the commutator product, thus forming generators of a Lie algebra in the space $M^{*}$. Moreover, we may conclude that our operators (10) generate an $S U_{3}$ algebra in the sum space $\mathbb{M}^{*}$, because the structure constants involved in (12) are identical with those of (9). In addition, the following remarks should be noticed: (i) The commutation relations (12) are not changed if we take the following antisymmetric combinations, instead of symmetric ones:

$$
\begin{equation*}
u_{q}^{(t)}\left\{n l, n^{\prime} l^{\prime}\right\}=u_{q}^{(t)}\left(n l, n^{\prime} l^{\prime}\right)-u_{q}^{(t)}\left(n^{\prime} l^{\prime}, n l\right) \tag{13}
\end{equation*}
$$

It is necessary, however, to adopt the symmetric ones in order that the Hermiticity of $v_{q}^{(t)}$ is assured. (ii) $v^{(0)}$ is the number operator, which commutes with every one of $v_{q}^{(t)}(t=1,2)$, but does not play any role as a generator of the algebra.

## 3. REPRESENTATION IN THE MIXEDSHELL SPACE:

## A. Weight Diagram of $S U_{3}$ in $\mathbb{N}^{*}$

As the $\mathrm{SU}_{3}$ algebra is a Lie algebra of rank two, there exist two generators which commute with each other. ${ }^{9}$ In our case, these commuting generators are $v_{0}^{(1)}$ and $v_{0}^{(2)}$. If we write their eigenvalues as $K$ and $\mathcal{E}$, respectively, they are represented by a set of points on the $K \&$ plane, which is called the weight diagram. The weight diagram for our $S U_{3}$ representation in M* is shown in Fig. 1. For the sake of comparison, we have shown also the weight diagram of the representation (10) and (01) in the scheme of Elliott, in Fig. 2, corresponding to one particle and one hole state in ( $0 p$ ) shell. Although the triangle abc in Fig. 1

[^155]

Fig. 2. Weight diagram in coupling scheme of Elliott.
is identical with that of ABC in Fig. 2, the former gives a three-fold degenerate representation.
In the following, the eigenstates corresponding to each point of the weight diagram are expressed by the single-particle wavefunctions of an oscillator in the usual shell model:

$$
\begin{array}{cl}
\phi_{1}=d_{2}, & \phi_{2}=d_{-2}, \\
\phi_{3}=2^{-\frac{1}{2}}\left(d_{1}+i p_{1}\right), & \phi_{4}=2^{-\frac{1}{2}}\left(d_{1}-i p_{1}\right), \\
\phi_{5}=2^{-\frac{1}{2}}\left(d_{-1}+i p_{-1}\right), & \phi_{6}=2^{-\frac{1}{2}}\left(d_{-1}-i p_{-1}\right), \\
& \phi_{7}=6^{-\frac{1}{2}}\left(d_{0}-2^{\frac{1}{2}} s_{0}-3^{\frac{1}{2} i} p_{0}\right),  \tag{14}\\
\phi_{8}=6^{-\frac{1}{2}}\left(d_{0}-2^{\frac{1}{2}} s_{0}+3^{\frac{1}{2}} i p_{0}\right), \\
& \phi_{9}=3^{-\frac{1}{2}}\left(2^{\frac{1}{2}} d_{0}+s_{0}\right),
\end{array}
$$

where the abbreviation $d_{2}$, for example, expresses the normalized wavefunction of a nucleon with $l=2$, $m=2$ in an oscillator potential.

## B. Representation in Many-Body Space

We now proceed to deal with a many-body system consisting of $n$ nucleons in the ( $0 p, 0 d, 1 s$ ) shell. The wavefunctions for this system form a complete set of antisymmetrical tensors of rank $n$ in the space $\mathscr{K}_{s}$ spanned by the single-particle wavefunctions, so that they are classified by the aids of the irreducible representations of $S U_{3}$ algebra in the $n$-fold directproduct space $\overline{\mathcal{K}}=\mathbb{M}^{*} \times \mathcal{M}^{*} \times \cdots \times \mathcal{K}^{*}$.

According to the representation theory, ${ }^{9}$ the irreducible representation of the $S U_{3}$ algebra is characterized by the highest weight, a two-dimensional vector, while the highest weight is expressed in terms of two fundamental vectors in the weight space, which are called the fundamental dominant weight (f.d.w.). The f.d.w. for the $S U_{3}$ algebra corresponds to the two
points on the weight diagram, $C(\epsilon=2, K=0)$ and $A^{\prime}(\epsilon=1, K=1)$ in Fig. 2. We express them as twodimensional vectors as follows:

$$
\begin{equation*}
M^{(1)}=(2,0), \quad M^{(2)}=(1,1) . \tag{15}
\end{equation*}
$$

Then, the highest weight $M$ of an irreducible representation is given by the following formula:

$$
\begin{equation*}
M=\lambda_{1} M^{(1)}+\lambda_{2} M^{(2)}=\left(2 \lambda_{1}+\lambda_{2}, \lambda_{2}\right), \tag{16}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are assured to be nonnegative integers. ${ }^{9}$ Thus, the integers ( $\lambda_{1}, \lambda_{2}$ ) are available in order to characterize the irreducible representations and also to classify the many-body states.

The irreducible representations may be specified also by the eigenvalues of Casimir operator which is defined by the second-order invariant derived from the generators. We define first the many-body operators $V_{q}^{(f)}$ as follows:

$$
\begin{equation*}
V_{g}^{(t)}=\sum_{i=1}^{n} v_{g}^{(t)}(i) . \tag{17}
\end{equation*}
$$

The fundamental properties of $v_{q}^{(t)}$ concerning to the commutation relations derived in the previous section are shared also by the many-body operators. Then, we define the Casimir operator for our system as follows:

$$
\begin{equation*}
C=3\left(V^{(1)} \cdot V^{(1)}\right)+\left(V^{(2)} \cdot V^{(2)}\right) \tag{18}
\end{equation*}
$$

The eigenvalues of $C$ with respect to the $S U_{3}$-irreducible states $\left(\lambda_{1}, \lambda_{2}\right)$ are given by the following relation:

$$
\begin{equation*}
C\left(\lambda_{1}, \lambda_{2}\right)=4\left\{\left(\lambda_{1}+\lambda_{2}\right)\left(\lambda_{1}+\lambda_{2}+3\right)-\lambda_{1} \lambda_{2}\right\} \tag{19}
\end{equation*}
$$

This operator $C$ is taken as the effective interaction between nucleons which gives rise to the $S U_{3}$ coupling scheme.

## C. Classification of the Many-Body States

We are now ready to classify the states arising from the configurations $(0 p, 0 d, 1 s)^{n}$ by the aids of the irreducible representations of the $S U_{3}$ algebra. Table I shows the possible values of the Casimir

| $n$ | $\left(\lambda_{1}, \lambda_{2}\right)$ | <c> |
| :---: | :---: | :---: |
| 1 | (10) | 16 |
| 2 | (20) | 40 |
|  | (10) | 16 |
| 3 | (30) | 72 |
|  | (11) | 36 |
|  | (00) | 0 |

Table II. Classification of states arising from ( $0 p, 0 d, 1 s)^{n}$.

| $n$ | [ $f$ ] | dim. | ( $\lambda_{1}, \lambda_{2}$ ) | dim. | $L$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | [1] | 9 | $(10)^{3}$ | 9 | 0, 1, 2 |
|  |  |  | $(20)^{6}$ | 36 | $0^{2}, 1,2^{3}, 3,4$ |
|  | [2] | 45 | $(10)^{3}$ | 9 | 0,1,2 |
| 2 |  |  | $(20)^{3}$ | 18 | $1^{2}, 2,3$ |
|  | [11] | 36 | $(10)^{8}$ | 18 | $1^{2}, 2,3$ |
|  |  |  | $(30)^{10}$ | 100 | $0^{2}, 1^{2}, 2^{4}, 3^{3}, 4^{3}, 5,6$ |
|  | [3] | 165 | $(11)^{8}$ | 64 | $0^{\mathbf{2}}, 1^{4}, 2^{4}, 3^{3}, 4$ |
|  |  |  | $(00)^{1}$ | 1 | 0 |
|  |  |  | $(30)^{8}$ | 80 | $0,1^{3}, 2^{4}, 3^{3}, 4^{2}, 5$ |
| 3 | $[21]^{2}$ | 480 | $(11)^{19}$ | 152 | $0^{3}, 1^{8}, 2^{3}, 3^{6}, 4^{3}, 5$ |
|  |  |  | $(00)^{8}$ | 8 | 1,2 |
|  |  |  | (30) ${ }^{1}$ | 10 | 1,3 |
|  | [111] | 84 | $(11)^{8}$ | 64 | $0^{2}, 1^{4}, 2^{4}, 3^{3}, 4$ |
|  |  |  | $(00)^{10}$ | 10 | 1,3 |

operator as well as ( $\lambda_{1}, \lambda_{2}$ ) arising from one-, two-, and three-particles configurations.
Moreover, the generators of the unitary algebra $U_{s}$ defined by (4) may be extended to the mixed-shell space and, then, also to the many-body space in an analogous way as above. Thus, the states are classified by the irreducible representations of the chain of subalgebras; $U_{s}, S U_{3}$, and $R_{3}$. The final results of classification are given in Table II.

## 4. CONCLUDING REMARKS

The $S U_{3}$ scheme, which we have developed in the mixed-shell space ( $0 p, 0 d, 1 s$ ), is expected to be useful for the analysis of the levels of nuclei in the neighborhood of $\mathrm{O}^{18}$, because the excitation of the core should be taken into account in this region so that one must treat them as many-body systems in the mixed-shell space.K*.
The purpose of extending the $S U_{3}$ scheme to the mixed-shell space was to take into account the exchange integrals which are indispensable in order to reveal the collective character of nuclear levels on the basis of the shell model. Although the first aim has been achieved in our scheme, one is met with another difficulty: the nonconservation of parity. In order to obtain a realistic physical result, one must project the above-obtained irreducible states into those with a definite parity. We shall discuss this problem in
detail in a forthcoming paper together with the reformulation of our scheme which is more adequate for the treatment of particle-hole systems.

## APPENDIX A

In order to derive the commutation relations, which may be applied to arbitrary operators given as linear combinations of $u_{q}^{(t)}$, we consider the operators of the following form:

$$
\left.v_{q}^{(t)}=\sum_{l} a(l) u_{q}^{(t)}(l l)+\sum_{l^{\prime}} b\left(l l^{\prime}\right)\left\{u_{q}^{(t)}\left(l l^{\prime}\right)+u_{Q}^{(t)}\left(l^{\prime}\right)\right)\right\}
$$

where $a(l)$ and $b\left(l l^{\prime}\right)$ are arbitrary constants. The commutation relations are derived by successive application of (5), giving the following results:
(I) Among the operators of the same rank $t$ :

$$
\begin{align*}
& {\left[v_{q}^{(t)}, v_{p}^{(t)}\right]} \\
& =\sum_{r \text { odd }}(-) 2(2 r+1)^{\frac{1}{2}}(t t q p \mid t \operatorname{trv}) \\
& \quad \times\left[\sum_{l} A_{l}^{(r)} u_{v}^{(r)}(l l)+\sum_{l l^{\prime}} B_{l l^{\prime}}^{(r)}\left\{u_{v}^{(r)}\left(l l^{\prime}\right)+u_{v}^{(r)}\left(l^{\prime} l\right)\right\}\right] \tag{A1}
\end{align*}
$$

where

$$
\begin{align*}
& A_{l}^{(r)}=a^{2}(l) W(t t l l ; r l)+\sum_{l l^{\prime}} b^{2}\left(l l^{\prime}\right) W\left(t t l l ; r l^{\prime}\right) \\
& B_{l l^{\prime}}^{(r)}=b\left(l l^{\prime}\right)\left\{a(l) W\left(t t l l^{\prime} ; r l\right)+a\left(l^{\prime}\right) W\left(t t l l^{\prime} ; r l^{\prime}\right)\right\} \\
&+\sum_{l^{\prime \prime}} b\left(l l^{\prime \prime}\right) b\left(l^{\prime \prime} l^{\prime}\right) W\left(t t l l^{\prime} ; r l^{\prime \prime}\right)
\end{align*}
$$

(II) Among the operators of different ranks $t$ and $s$ :

$$
\begin{align*}
{\left[v_{a}^{(t)}, v_{p}^{(s)}\right]=} & \sum_{r}(2 r+1)^{\frac{1}{2}}(t s q p \mid t s r v) \\
& \times\left[\sum_{l} A_{l}^{(r)} u_{v}^{(r)}(l l)+\sum_{l l^{\prime}}^{(r)} B_{l l^{\prime}}^{(r)}\right. \\
& \left.\times\left\{(-)^{\Delta-1} u_{v}^{(r)}\left(l l^{\prime}\right)+u_{v}^{(r)}\left(l^{\prime}\right)\right\}\right], \tag{A2}
\end{align*}
$$

where

$$
\begin{aligned}
A_{l}^{(r)}= & \left\{(-)^{\Delta}-1\right\}\{a(l) c(l) W(t s l l ; r l) \\
& \left.+\sum_{l^{\prime}} b\left(l l^{\prime}\right) d\left(l l^{\prime}\right) W\left(t s l l ; r l^{\prime}\right)\right\} \\
B_{l l^{\prime}}^{(r)}= & (-)\left\{d\left(l l^{\prime}\right) a(l) W\left(t s l l^{\prime} ; r l\right)\right. \\
& +(-)^{\Delta-1} d\left(l l^{\prime}\right) a\left(l^{\prime}\right) W\left(t s l^{\prime} l ; r l^{\prime}\right) \\
& +(-)^{\Delta-1} b\left(l l^{\prime}\right) c(l) W\left(t s l^{\prime} l ; r l\right) \\
& \left.+b\left(l l^{\prime}\right) c\left(l^{\prime}\right) W\left(t s l l^{\prime} ; r l^{\prime}\right)\right\} \\
& -\sum_{l^{\prime \prime}}\left\{b\left(l l^{\prime \prime}\right) d\left(l^{\prime \prime} l^{\prime}\right) W\left(t s l l^{\prime} ; r l^{\prime \prime}\right)\right. \\
& \left.+(-)^{\Delta-1} b\left(l^{\prime} l^{\prime \prime}\right) d\left(l^{\prime \prime} l\right) W\left(t s l^{\prime} l ; r l^{\prime \prime}\right)\right\}, \\
\Delta= & t+s-r .
\end{aligned}
$$

These formulas are conveniently used in deriving the commutation relations (9) and (12).

Although the summation with respect to the index
$r$ in (A1) and (A2) is extended over the values limited by the triangular condition among the indices $(t, s, r)$, the operators $u_{q}^{(3)}$ and $u_{q}^{(4)}$ do not appear in (9). This is the most important features of the operators $L_{q}$ and $Q_{q}$ or $v_{q}^{(1)}$ and $v_{q}^{(2)}$ in order that they may close among themselves with respect to the commutator product.

JOURNAL OF MATHEMATICAL PHYSICS

This peculiar character owes partly to the accidental vanishing of the corresponding Racah coefficients. Similar situation was found also in deriving the subgroup $G_{2}$ in the classification of the states arising from the configurations $f^{n}$ of electrons. ${ }^{10}$
${ }^{10}$ G. Racah, Phys. Rev. 76, 1352 (1949).
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## 1. INTRODUCTION

An extensive literature is available for the description of electromagnetic wave scattering from a plasma, calculated in the first Born approximation. The elementary phenomenological theory expresses this in terms of the plasma density correlation function. ${ }^{1-4}$ More detailed theories have taken account from first principles of plasma fluctuations. ${ }^{3,5-7}$
Extension of the theory beyond the first Born approximation has not proven simple, although conditions for the validity of this approximation may be given in some detail. ${ }^{8}$ For certain applications, a fluctuating dielectric constant, having assigned statistical properties, may be used in Maxwell's equations. ${ }^{9}$ Except when simplifying conditions obtain, the solution of these equations is apt to be formidable. Also, relating the dielectric constant to the plasma properties is not generally trivial.

[^158]In an interesting paper Ruffine and de Wolf ${ }^{10}$ have analyzed the second Born approximation, with particular emphasis on cross polarization in backscatter. Their results are useful because this is the lowest order in which cross polarization of backscatter occurs and because of the insight gained into the failure of the first Born approximation. Experience with the second Born approximation has unfortunately indicated that this ordinarily has too limited a range of validity to be of much practical use.
In the present paper we discuss plasma scattering of electromagnetic waves, beginning with the scattering from individual electrons. Scattering from the electrons of the plasma is expressed in terms of coupled multiplescattering equations. It is shown that separation of the scattered waves into coherent and incoherent parts arises when statistical averages are taken of the electron coordinates. Coherently interfering wavelets propagate in a refracting medium, the refractive index being expressed in terms of the plasma correlation functions and density. The incoherent scattering is, in turn, described by a "classical-like" transport equation. Under suitable conditions this transport equation reduces to a strictly classical equation, such as one would write down for massive particles.

The theory developed here represents the classical version of a quantum-mechanical theory of multiple

[^159]scattering developed by the author. ${ }^{11,12}$ This was used to derive a transport equation for the description of incoherent scattering. ${ }^{13}$ Since classical mechanics represents a limiting case in quantum mechanics, the above theories could, in principle, be applied to our present problem. ${ }^{14}$ We choose not to do this, but to give a direct derivation within the framework of classical mechanics. The derivation given here is much simpler and more satisfying to the physical intuition than the corresponding quantum-mechanical development, with its reliance on formal operator algebra.
In the next section we define our problem and introduce some of the notation to be used. The multiple-scattering equations and their coherentincoherent decomposition will be given in Sec. 3, followed by a brief discussion of these in Sec. 4. The transport equation is derived in Sec. 5. Some comments on the use of this are made in Sec. 6. The special problem associated with radar backscatter is described in Sec. 7, where the appropriate transport theory is given.

## 2. DESCRIPTION OF THE PROBLEM

We suppose a plane-polarized electromagnetic wave to be incident on a plasma, whose properties are described below. At some point $\mathbf{r}$ the electric-field vector associated with this incident wave is expressed as

$$
\begin{align*}
& \mathbf{E}_{I}(\mathbf{r})=\hat{\mathbf{e}}(1) E_{I}(\mathbf{r}), \\
& E_{I}(\mathbf{r})=E_{0} e^{i \mathbf{k} \cdot \mathbf{r}} \tag{2.1}
\end{align*}
$$

Here $\mathbf{k}$ is $2 \pi$ times the wavenumber vector and $\hat{\mathbf{e}}(1)$ is the polarization vector of this incident wave. ${ }^{15}$
If the wave (2.1) were scattered by a single electron at a point z , the scattered field vector (in the wave zone) would be

$$
\begin{align*}
& \mathbf{E}_{\mathrm{sc}}(\mathbf{r})=\sum_{j=1}^{2} \hat{\mathbf{1}}_{\mathbf{p}}(j) E_{\mathrm{sc}}(j)  \tag{2.2a}\\
& E_{\mathrm{sc}}(j)=R^{-1} e^{i k R} f_{j 1}(\hat{\mathbf{p}}, \hat{\mathbf{k}}) E_{I}(\mathbf{z}) \tag{2.2b}
\end{align*}
$$

Here $\mathbf{R} \equiv \mathbf{r}-\mathbf{z}, \hat{\mathbf{p}}$ is a unit vector parallel to $\mathbf{R}$, and $\hat{\mathbf{k}}=\mathbf{k} / k$, etc. Unit vectors $\hat{\mathbf{e}}_{\hat{p}}(1)$ and $\hat{\mathbf{e}}_{\hat{p}}(2)$ are defined as follows:

$$
\begin{align*}
& \hat{\mathbf{e}}_{\hat{p}}(2)=\frac{\hat{\mathbf{p}} \times \hat{\mathbf{k}}}{|\hat{\mathbf{p}} \times \hat{\mathbf{k}}|} \\
& \hat{\mathbf{e}}_{\hat{\mathbf{p}}}(1)=\hat{\mathbf{e}_{\hat{p}}}(2) \times \hat{\mathbf{k}} . \tag{2.3a}
\end{align*}
$$

[^160]

Fig. 1. Ray paths for single scattering.
The Thomson scattering amplitude is

$$
\begin{equation*}
f_{j 1}(\hat{\mathbf{p}}, \hat{\mathbf{k}})=-r_{0} \hat{\hat{\hat{p}}}_{\hat{\mathbf{p}}}(j) \cdot \hat{\mathbf{e}}(1) \tag{2.3b}
\end{equation*}
$$

where $r_{0}=e^{2} / m c^{2}=2.8 \times 10^{-13} \mathrm{~cm}$ is the classical electron radius.

If the wave (2.1) illuminates a plasma containing $N$ electrons at respective positions $\mathbf{z}_{1}, \cdots, \mathbf{z}_{N}$, the field $\mathbf{E}_{\mathrm{sc}}(\mathbf{r})$ will contain wavelets scattered from all of these. In the first Born approximation the rescattering of once-scattered waves is neglected, and, instead of (2.2b), we have

$$
\begin{equation*}
E_{\mathrm{sc}}(j)=\sum_{\alpha=1}^{N} \frac{e^{i k R_{\alpha}}}{R_{\alpha}} f_{j 1}(\hat{\mathbf{p}}, \hat{\mathbf{k}}) E_{I}\left(\mathbf{z}_{\alpha}\right) . \tag{2.3c}
\end{equation*}
$$

Here $r$ and the $z_{\alpha}$ 's are measured from a point $\mathcal{O}$ in the plasma (as illustrated in Fig. 1), $\mathbf{R}_{\alpha} \equiv \mathbf{r}-\mathbf{z}_{\alpha}$, and $\hat{\mathbf{p}}$ is taken parallel to r . We have assumed here that $r \gg R_{s}$, the "size" of the plasma. (Scattering from the positive ions is neglected in our analysis.)

When the first Born approximation is not valid, we must replace $E_{I}\left(\mathbf{z}_{\alpha}\right)$ in Eq. (2.3) by the total field (incident plus scattered) impinging on electron $\alpha$. We do this explicitly in the next section.

To calculate average scattered power we must specify the statistical properties of the plasma. We do this heuristically as follows. First, we assume the plasma properties to be stationary. The probability that the $N$ electrons are at $\mathrm{z}_{1}, \cdots, \mathrm{z}_{N}$ within the volume elements $d^{3} z_{1}, \cdots, d^{3} z_{N}$ is written as

$$
P_{N}\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{N}\right) d^{3} z_{1} \cdots d^{3} z_{N}
$$

The single-electron distribution function is

$$
\begin{equation*}
P_{1}\left(\mathrm{z}_{1}\right)=\int P_{N} d^{3} z_{2} \cdots d^{3} z_{N} \tag{2.4}
\end{equation*}
$$

We suppose that $P_{1}\left(\mathbf{z}_{1}\right)$ vanishes for $z_{1} \gg R_{s}$, a characteristic plasma dimension. The pair-distribution function is

$$
\begin{equation*}
P_{2}\left(\mathbf{x}_{1}, \mathbf{z}_{2}\right)=\int P_{N} d^{3} z_{3} \cdots d^{3} z_{N} \tag{2.5}
\end{equation*}
$$

It is convenient to re-express this in terms of the paircorrelation function $g\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ :

$$
\begin{equation*}
P_{2}\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)=P_{1}\left(\mathbf{z}_{1}\right) P_{1}\left(\mathbf{z}_{2}\right)\left[1+g\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)\right] . \tag{2.6}
\end{equation*}
$$

We shall suppose that $g\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)$ is characterized by a parameter $R_{c}$, called the "correlation range," such that $g$ vanishes when $\left|\mathbf{z}_{1}-\mathbf{z}_{2}\right| \gg R_{c}$. (For studying turbulent flow, the use of a "correlation range" may be artificial. In such cases a "correlation range" $R_{v} \approx k^{-1}$ is selected by the scattering process.)

Continuing the process of reduction begun with Eqs. (2.4)-(2.6), we can define $P_{3}, P_{4} \cdots$ and a corresponding hierarchy of correlation functions. For example, we can write

$$
\begin{align*}
& P_{3}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}\right)=P_{1}\left(\mathbf{z}_{1}\right) P_{1}\left(\mathbf{z}_{2}\right) P_{1}\left(\mathbf{z}_{3}\right)\left\{1+g\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right)\right. \\
&\left.+g\left(\mathbf{z}_{2}, \mathbf{z}_{3}\right)+g\left(\mathbf{z}_{3}, \mathbf{z}_{1}\right)+g_{3}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}\right)\right\}, \tag{2.7}
\end{align*}
$$

where $g_{3}$ is the triple-correlation function which we assume to vanish unless $\mathbf{z}_{1}, \mathbf{z}_{2}$, and $\mathbf{z}_{3}$ are all separated by distances not much greater than $R_{c}$.

For calculating averages it is convenient to introduce a set of conditional probabilities with the equations

$$
\begin{align*}
P_{N}\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{N}\right) & \equiv P_{1}\left(\mathbf{z}_{1}\right) P_{N-1}^{(1)}\left(\mathbf{z}_{2}, \cdots, \mathbf{z}_{N} ; \mathbf{z}_{1}\right) \\
& \equiv P_{2}\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right) P_{N-2}^{(2)}\left(\mathbf{z}_{3}, \cdots, \mathbf{z}_{N} ; \mathbf{z}_{1}, \mathbf{z}_{2}\right) \\
& \equiv \cdots \tag{2.8}
\end{align*}
$$

In terms of these we adopt the following notation for averages of some function $A\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{N}\right)$ :

$$
\begin{aligned}
\langle A\rangle_{\alpha} \equiv & \int_{\sigma(\neq \alpha)=1} \prod^{N} d^{3} z_{\sigma} \\
& \times A P_{N-1}^{(1)}\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{\alpha-1}, \mathbf{z}_{\alpha+1}, \cdots, \mathbf{z}_{N} ; \mathbf{z}_{\alpha}\right)
\end{aligned}
$$

$$
\begin{align*}
\langle A\rangle_{\alpha \beta} \equiv & \int_{\sigma(\neq \alpha, \beta)=1} \prod_{j}^{N} d^{3} z_{\sigma}  \tag{2.9a}\\
& \times A P_{N-2}^{(2)}\left(\mathbf{z}_{1}, \cdots, \mathbf{z}_{\alpha-1}, \mathbf{z}_{\alpha+1}, \cdots, \mathbf{z}_{\beta-1}\right. \\
& \left.\quad \mathbf{z}_{\beta+1}, \cdots, \mathbf{z}_{N} ; \mathbf{z}_{\alpha}, \mathbf{z}_{\beta}\right), \tag{2.9b}
\end{align*}
$$

etc. Thus, for example,

$$
\begin{align*}
\langle A\rangle & \equiv \int P_{N} A d^{3} z_{1} \cdots d^{3} z_{N} \\
& =\int\langle A\rangle_{\alpha \beta} P_{2}\left(z_{\alpha}, z_{\beta}\right) d^{3} z_{\alpha} d^{3} z_{\beta} \tag{2.9c}
\end{align*}
$$

The description of "Doppler shifts" in the scattered frequencies would require the introduction of timedependent correlation functions. We shall not consider this generalization in the present paper.

To prepare for and illustrate the notation to be used later, we now write down the expression for the scattered power in first Born approximation. If a
receiver is placed at a large distance $\mathbf{r}$ from the plasma and detects waves with a plane polarization $\hat{\mathbf{e}}$, the received power per unit area is ${ }^{16}$

$$
\begin{align*}
\mathfrak{T}_{r e \theta} & =c\left\langle\frac{\left|\hat{\mathbf{e}} \cdot \mathbf{E}_{s c}(\mathbf{r})\right|^{2}}{8 \pi}\right\rangle \\
& =\frac{\mathfrak{T}_{0}}{r^{2}}|f(\hat{\mathbf{e}})|_{\alpha, \beta=1}^{2} \sum^{N} \int e^{i \mathbf{u} \cdot\left(\mathbf{z}_{\alpha}-\alpha_{\beta}\right)} P_{2}\left(\mathbf{z}_{\alpha}, \mathbf{z}_{\beta}\right) d^{3} z_{\alpha} d^{3} z_{\beta} \tag{2.10}
\end{align*}
$$

Here $\mathscr{T}_{0}=(c / 8 \pi)\left|E_{0}\right|^{2}$ is the incident power flux,

$$
\begin{equation*}
\Delta \mathbf{k} \equiv \mathbf{p}-\mathbf{k} \tag{2.11}
\end{equation*}
$$

where $\mathbf{p}=k \hat{\mathbf{p}}$, and

$$
\begin{equation*}
f(\hat{\mathbf{e}}) \equiv \sum_{j=1}^{2} \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\hat{p}}(j) f_{j 1}(\hat{\mathbf{p}}, \hat{\mathbf{k}}) \tag{2.12}
\end{equation*}
$$

If we assume that $N \gg 1$ and write

$$
\begin{equation*}
\rho(\mathbf{x}) \equiv N P_{\mathbf{1}}(\mathbf{x}) \tag{2.13}
\end{equation*}
$$

for the electron density, we can use Eq. (2.6) to express (2.10) in the form

$$
\begin{align*}
T_{\mathrm{rec}}= & \frac{\mathscr{S}_{0}}{r^{2}}|f(\hat{\mathbf{e}})|^{2}\left|\int \rho(\mathbf{z}) e^{i \Delta \mathbf{k} \cdot \mathbf{z}} d^{3} z\right|^{2} \\
& \left.+\frac{\mathscr{T}_{0}}{r^{2}}|f(\hat{\mathbf{e}})|^{2} \int d^{3} z d^{3} z^{\prime} \rho(\mathbf{z}) \rho\left(\mathbf{z}^{\prime}\right) g\left(\mathbf{z}, \mathbf{z}^{\prime}\right) e^{i \mathbf{A} \cdot \mathbf{( z -}-\mathbf{z}^{\prime}}\right) \tag{2.14}
\end{align*}
$$

where we have neglected the terms corresponding to $\alpha=\beta$ in Eq. (2.10). The first term above represents the coherently scattered power. It may also be expressed as ${ }^{17}$

$$
\begin{equation*}
\left(\mathscr{T}_{\mathrm{rcc}}\right)_{\mathrm{eoh}}=\frac{c}{8 \pi}\left|\left\langle\hat{\mathbf{e}} \cdot \mathbf{E}_{\mathrm{sc}}\right\rangle\right|^{2} . \tag{2.15}
\end{equation*}
$$

The second term in Eq. (2.14) then represents the incoherent scattering, or

$$
\begin{equation*}
\left.\left(\mathscr{T}_{\mathrm{rec}}\right)_{\mathrm{inc}}=\frac{c}{8 \pi}\left[\left.\langle | \hat{\mathbf{e}} \cdot \mathbf{E}_{\mathrm{sc}}\right|^{2}\right\rangle-\left|\left\langle\hat{\mathbf{e}} \cdot \mathbf{E}_{\mathrm{sc}}\right\rangle\right|^{2}\right] . \tag{2.16}
\end{equation*}
$$

The incoherent differential scattering cross section is seen from (2.14) to be ${ }^{18}$

$$
\begin{equation*}
\sigma(\hat{\mathbf{p}}, \hat{\mathbf{k}})=|f(\hat{\mathbf{e}})|^{2} \int d^{3} z d^{3} \mathbf{z}^{\prime} \rho(\mathbf{z}) \rho\left(\mathbf{z}^{\prime}\right) g\left(\mathbf{z}, \mathbf{z}^{\prime}\right) e^{i \Delta \mathbf{k} \cdot\left(\mathbf{z}-\mathbf{z}^{\prime}\right)} \tag{2.17a}
\end{equation*}
$$

[^161]We may characterize the order of magnitude of this as

$$
\begin{equation*}
\sigma \approx|f(\hat{\mathbf{e}})|^{2} N\left[R_{c}^{3} \rho\right] \tag{2.17b}
\end{equation*}
$$

The neglected terms corresponding to $\alpha=\beta$ in Eq. (2.10) would give a contribution

$$
\begin{equation*}
\sigma_{d}=N|f(\hat{\mathbf{e}})|^{2} \tag{2.18}
\end{equation*}
$$

to the incoherent scattering. ${ }^{19}$ This is evidently negligible when

$$
\begin{equation*}
R_{c}^{3} \rho \gg 1 . \tag{2.19}
\end{equation*}
$$

We are now ready to impose certain restrictions on the plasma which will let us make corresponding simplifying assumptions in our analysis. Certain of these that are basic to our analysis are described first. Others that could be relaxed at the cost of some added complexity are then given.

The "basic" assumptions made in this work are:
(B1): $N \gg 1$, where $N$ is the total number of electrons. This condition is so well satisfied in practice that it is not worth keeping corrections, which would amount to bookkeeping on individual electrons.
(B2): $l k \gg 1$, where $l$ is the scattering mean free path [defined in Eq. (2.23) below]. We interpret this to mean that a rescattering always occurs in the wave zone of a previous scattering. Although our multiple scattering equations and coherent decomposition can easily be written down without this assumption, ${ }^{20}$ the simple intuitive interpretation of our equations would be modified and the equations themselves would be more cumbersome to handle.
(B3): The plasma is underdense. Again, our formal theory may even be applied to the overdense case. The treatment of overdense scattering is so different from that of underdense scattering that separate discussion of these two cases is warranted.
(B4): $k R_{s} \gg 1$, where $R_{s}$ is a parameter characterizing the size of the plasma. This means that we can neglect coherent scattering outside the diffraction cone, which has an angular aperture of order $\left(k R_{s}\right)^{-1}$. We shall actually interpret this condition as implying that coherent scattering occurs only in the forward direction (that is, parallel to $\hat{\mathbf{k}}$ ).

If the condition (B4) were violated, our discussion would be trivial. From (B2) we have $k R_{s} \gg R_{s} / /$. If $k R_{s}$ were of order unity, we would have $l \gg R_{s}$ and a valid first Born approximation.

[^162](B5): $l \gg R_{c}$, where $R_{c}$ is the "correlation range." This condition implies that subsequent rescatterings will tend to occur in regions of plasma uncorrelated to regions of previous scatterings. Thus, expansions in successively higher orders of correlation functions can be made.
(B6): $|\nabla \ln n| \ll k$, where $n(\mathbf{r})$ is the refractive index of the plasma at a point $\mathbf{r}$. This condition implies that we can use the eikonal approximation for the coherent propagation of a wave between incoherent scatterings. Expressed in more physical terms, this means that the waves will propagate along ray paths, as is assumed in geometrical optics.

The following assumptions are made for "convenience." They permit us to make analytical simplifications in our equations, but could be relaxed with only minor changes in our analysis.
(C1): $R_{c}|\nabla \ln \rho| \ll 1$. This permits us to treat the mean electron density $\rho$ as a constant over the correlation range. We also assume that the above inequality holds when $\rho$ is replaced by other plasma parameters, such as temperature.
(C2): The correlation function $g\left(\mathbf{z}, \mathbf{z}^{\prime}\right)$ is a spherically symmetric function of $\left(\mathbf{z}-\mathbf{z}^{\prime}\right)$. Thus

$$
\begin{equation*}
g\left(\mathbf{z}, \mathbf{z}^{\prime}\right) \equiv g\left(\mathbf{z} ;\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\right) \cong g\left(\mathbf{z}^{\prime} ;\left|\mathbf{z}-\mathbf{z}^{\prime}\right|\right) \tag{2.20}
\end{equation*}
$$

where in the last form we have made use of (C1). This condition implies that the refractive index $n(\mathbf{r})$ depends on position only and not on the direction of propagation.

Relaxation of the conditions ( Cl ) and ( C 2 ) requires only a trivial generalization of our treatment.
(C3): $|n-1| \ll 1$. This condition will be interpreted as implying that we can replace eikonal ray paths by straight line paths. There is no great complication of our formal analysis if this restriction is dropped. The principal simplification resulting from condition (C3) (other than the obvious geometrical one) is that no rotation of the polarization vector occurs along ray paths. This means that the Green's function describing coherent propagation is a scalar rather than a tensor quantity.
(C4): When $\left|\mathbf{z}_{\alpha^{\prime}}-\mathbf{z}_{\alpha}\right|=O\left(R_{r}\right)$, we assume that

$$
\begin{aligned}
S\left(\alpha^{\prime}, \beta\right) & \equiv \int_{z_{\beta}}^{z_{\alpha^{\prime}}} n(\mathbf{x}) d s \\
& \cong S(\alpha, \beta)+n\left(\mathbf{z}_{\alpha}\right) \hat{\mathbf{R}}_{\alpha \beta} \cdot\left(\mathbf{z}_{\alpha^{\prime}}-\mathbf{z}_{\alpha}\right),
\end{aligned}
$$

where $R_{\alpha \beta}=\left|\mathbf{z}_{\alpha}-\mathbf{z}_{\beta}\right|=O(l)$ [see Eq. (3.23) etc.]. The restriction (C4) permits us to simplify certain exponential phases.
(C5): We assume that the inequality (2.19) is valid. It seems that this condition will usually be met and it saves carrying a few extra terms in our equations. ${ }^{21}$

The assumptions listed above permit us to simplify the incoherent scattering cross section (2.17a) and to obtain a simple expression for the mean free path $l$. First, let us average over initial and sum over final polarization directions to obtain the Thomson differential cross section:

$$
\begin{align*}
\sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{k}}) & =\frac{1}{2} \sum_{\hat{\mathbf{e}}(1), \hat{\mathbf{e}}}[f(\hat{\mathbf{e}})]^{2} \\
& =\frac{1}{2} r_{0}^{2}\left[1+(\hat{\mathbf{p}} \cdot \hat{\mathbf{k}})^{2}\right] . \tag{2.21}
\end{align*}
$$

Then, using Eq. (2.20), Eq. (2.17a) becomes

$$
\begin{equation*}
\sigma=\int d^{3} z \rho^{2}(\mathbf{z}) \int d^{3} R g(\mathbf{z} ; R) e^{i \mathrm{~A} \cdot \mathbf{R}} \sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{k}}), \tag{2.22}
\end{equation*}
$$

on summing and averaging our polarizations, as indicated. The mean free path is the reciprocal of the total scattering cross section per unit volume, which from (2.22) is seen to be expressed as
$\frac{1}{l(z)}=\rho^{2}(\mathbf{z}) \int d \Omega_{\hat{\rho}} \int d^{3} R g(\mathbf{z} ; R) e^{i \mathbf{X} \cdot \mathbf{R}} \sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{k}})$,
where $d \Omega_{\mathrm{p}}$ is an element of solid angle about the direction of $\mathbf{p}$. A more accurate expression for $l$ will be obtained with Eq. (4.5). From (2.23) we obtain the estimate

$$
\begin{equation*}
R_{c} / l=O\left[\left(r_{0} R_{c}^{2} \delta \rho\right)^{2}\right] \ll 1, \tag{2.24}
\end{equation*}
$$

where $\delta \rho^{2}$ is the mean-square electron density fluctuation.

## 3. MULTIPLE SCATTERING

We turn now to the task of correcting the first Born approximation (2.2) for the scattered field $\mathrm{E}_{\mathrm{sc}}$. The electric field vector for a wave arriving at a point $\mathbf{z}_{\alpha}$ will be the sum of the incident field plus that for the waves scattered from all the electrons. Thus we can write this in the form

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{z}_{\alpha}\right)=\mathbf{E}_{I}\left(\mathbf{z}_{\alpha}\right)+\sum_{\beta(\neq \alpha)=1}^{N} \sum_{j=1}^{2} \hat{\mathbf{e}}_{\alpha \beta}(j) F_{\alpha \beta}\left(\mathbf{z}_{\alpha}, j\right) . \tag{3.1}
\end{equation*}
$$

To explain this equation we first recall that $\mathbf{E}_{I}$ is just the incident field (2.1). The polarization vectors are defined as follows:

$$
\begin{align*}
& \hat{\mathbf{e}}_{\alpha \beta}(2)=\frac{\hat{\mathbf{k}}_{\alpha \beta} \times \hat{\mathbf{k}}}{\left|\hat{\mathbf{k}}_{\alpha \beta} \times \hat{\mathbf{k}}\right|}, \\
& \hat{\mathbf{e}}_{\alpha \beta}(1)=\hat{\mathbf{e}}_{\alpha \beta}(2) \times \hat{\mathbf{k}}_{\alpha \beta}, \tag{3.2}
\end{align*}
$$

[^163]where
\[

$$
\begin{equation*}
\hat{\mathbf{k}}_{\alpha \beta}=\frac{\mathbf{z}_{\alpha}-\mathbf{z}_{\beta}}{\left|\mathbf{z}_{\alpha}-\mathbf{z}_{\beta}\right|} . \tag{3.3}
\end{equation*}
$$

\]

The quantity $F_{\alpha \beta}\left(\mathbf{z}_{\alpha}, j\right) \equiv F_{\alpha \beta}(j)$ represents the component along $\hat{\mathbf{e}}_{\alpha \beta}(j)$ of the electric field vector of that wave scattered from an electron at $\mathbf{z}_{\beta}$ to the point $\mathbf{z}_{\alpha}$. The quantity $\mathbf{z}_{\alpha}$ in (3.1) will sometimes be taken to represent just a point in space and sometimes to represent an electron coordinate. In the former case the restriction $\beta \neq \alpha$ represents no real restriction on the summation, since the sum then runs over all electron coordinates. In the latter case we omit the wave scattered by electron $\alpha$, so $E\left(z_{\alpha}\right)$ represents the field incident on electron $\alpha$. In any case, this restriction can be ignored when we replace the sums by integrals in performing averages such as those of Eqs. (2.9) [because of assumption (B1)].
To obtain the total scattered radiation we set $\mathbf{z}_{\alpha}=\mathbf{r}$, a point far from the plasma.

We of course require equations to determine the $F_{\alpha \beta}$. It is intuitively evident that these are

$$
\begin{align*}
F_{\alpha \beta}\left(\mathbf{z}_{\alpha}, i\right)= & G_{\alpha \beta}^{0} f_{i 1}(\alpha \beta, \beta 0) E_{I}\left(\mathbf{z}_{\beta}\right) \\
& +\sum_{\sigma(\neq \beta)=1}^{N} \sum_{j=1}^{2} G_{\alpha \beta}^{0} f_{i j}(\alpha \beta, \beta \sigma) F_{\beta \sigma}\left(\mathbf{z}_{\beta}, j\right) . \tag{3.4}
\end{align*}
$$

Here

$$
\begin{equation*}
G_{\alpha \beta}^{0}=e^{i k R_{\alpha \beta} / R_{\alpha \beta}}, \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{R}_{\alpha \beta} \equiv \mathbf{z}_{\alpha}-\mathbf{z}_{\beta}, \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{i j}(\alpha \beta, \beta \sigma)=-r_{0} \hat{\hat{\alpha}}_{\alpha \beta}(i) \cdot \hat{\mathbf{e}}_{\beta \sigma}(j) \tag{3.7}
\end{equation*}
$$

is the Thomson scattering amplitude for scattering a wave from the direction $\hat{\mathbf{k}}_{\beta \sigma}$ to $\hat{\mathbf{k}}_{\alpha \beta}$. Finally,

$$
\begin{equation*}
f_{i 1}(\alpha \beta, 0)=-r_{0} \hat{\mathbf{e}}_{\alpha \beta}(i) \cdot \hat{\mathbf{e}}(1), \tag{3.8}
\end{equation*}
$$

describing the first scatterings of the incident wave.
Equation (3.4) represents the fundamental relation for studying the multiple scattering of waves. Expressions of this type seem to have been first proposed by Foldy ${ }^{22}$ for study of the scattering of sound waves. Various applications were discussed by Lax. ${ }^{17}$ A precise derivation from the wave equation was given by Watson. ${ }^{11}$ Here it was shown that equations having the structure of Eqs. (3.4) represent exact solutions to the wave equation (in our case, Maxwell's equations for scattering by $N$ electrons). Two approximations are made, however, in the form given by Eqs. (3.4). First, corrections to the Thomson amplitudes $f_{i j}$ obtained from quantum electrodynamics are

[^164]

Fig. 2. Graphical illustration of terms in Eq. (3.9).
omitted. For our applications these are very small and justifiably neglected. Second, we have used assumption (B2) to treat each scattering as occurring in the wave zone of a previous scattering. This lets us use the Thomson amplitude and the scalar Green's function (3.5) rather than the exact tensor Green's function of Maxwell's equations. We emphasize that correct equations which include near-zone scattering are known ${ }^{11,12}$ and have the form of Eqs. (3.4), but with the use of the exact Green's function. At the cost of some added algebraic complexity, the applications of this paper can be carried through for these corrected equations.

The structure of Eqs. (3.1) and (3.4) can perhaps be seen more clearly if we sequentially substitute the right-hand side into the left-hand side of (3.4) to obtain the series

$$
\begin{align*}
\mathbf{E}\left(\mathbf{z}_{\alpha}\right)= & \mathbf{E}_{I}\left(\mathbf{z}_{\alpha}\right)+\sum_{\beta(\neq \alpha)=1}^{N}\left\{\sum_{j=1}^{2} \hat{\mathbf{e}}_{\alpha \beta}(j) G_{\alpha \beta}^{0} f_{j 1}(\alpha \beta, \beta 0) E_{I}\left(\mathbf{z}_{\beta}\right)\right. \\
& +\sum_{j=1}^{2} \hat{\alpha}_{\alpha \beta}(j) \underset{\sigma(\neq \beta)==1}{N} \sum_{j=1}^{2} G_{\alpha \beta}^{0} f_{j i}(\alpha \beta, \beta \sigma) \\
& \left.\times G_{\beta \sigma}^{0} f_{i 1}(\beta \sigma, \sigma 0) E_{I}\left(\mathbf{z}_{\sigma}\right)+\cdots\right\} \tag{3.9}
\end{align*}
$$

The first term, of course, represents just the incident wave, while the second represents once-scattered
waves. The third term describes twice-scattered waves, etc. These terms are illustrated graphically in Fig. 2.

For our applications a modified form of Eq. (3.4) will prove convenient. This modification results from a separate treatment of coherent and incoherent scatterings. In the quantum theory this is done with certain projection operators. In the present classical theory we accomplish this with a careful ordering of statistical averages, as in Eqs. (2.15) and (2.16).
What we wish ultimately to calculate is the power flux at some point $\mathbf{r}$, that is,

$$
\begin{equation*}
\mathfrak{T}_{\mathrm{rec}}=c \frac{\left\langle\hat{\mathbf{e}} \cdot \mathbf{E}^{*}(\mathbf{r}) \hat{\mathbf{e}} \cdot \mathbf{E}(\mathbf{r})\right\rangle}{8 \pi}, \tag{3.10}
\end{equation*}
$$

where the notation of Eqs. (2.9) for the statistical average has been used. Now, each factor of $\hat{\mathbf{e}} \cdot \mathbf{E}$ in (3.10) can be thought to consist of a sum of terms describing sequences of scatterings, as in (3.9). Thus $\hat{\mathbf{e}} \cdot \mathbf{E}$ has the form

$$
\hat{\mathbf{e}} \cdot \mathbf{E}(\mathbf{r})=\sum_{n=0}^{\infty} \sum_{\alpha_{1}, \cdots, \alpha_{n}} Q_{n}\left(\mathbf{r} ; \mathbf{z}_{\alpha_{1}}, \cdots, \mathbf{z}_{z_{n}}\right) .
$$

A typical term in Eq. (3.10) will thus have the form

$$
\begin{align*}
\mathbb{T}_{m n} & \equiv\left\langle Q_{m}^{*}\left(\mathbf{r} ; \mathbf{z}_{\beta_{1}}, \cdots, \mathbf{z}_{\beta_{m}}\right) Q_{m}\left(\mathbf{r} ; \mathbf{z}_{\alpha_{1}} \cdots \mathbf{z}_{\alpha_{n}}\right)\right\rangle \\
& =\int P_{m+n} Q_{m}^{*} Q_{n} d^{3} z_{\beta_{1}} \cdots d^{3} \mathbf{z}_{\mathbf{a}_{n}} . \tag{3.11}
\end{align*}
$$

Our assumptions (B1) and (C5) let us suppose that the $\mathbf{z}_{\alpha}$ 's are all distinct from the $\mathbf{z}_{\beta}$ 's.

The probability distribution $P_{N}$ may be developed in a series of correlation functions following the procedure of Eqs. (2.4)-(2.7). Because of assumption (B5) we expect the principal contributions to come from low-order correlations. For any given term of this series the $\mathbf{z}_{\beta_{1}} \cdots \mathbf{z}_{\alpha_{n}}$ will be grouped into clusters of correlated coordinates, there being no correlation between $\boldsymbol{z}$ 's of different clusters.

The simplest example of this is provided by Eqs. (2.10)-(2.16) for the first Born terms. The next simplest example is given by the interference term resulting from a first times a second Born contribution. Reference to (3.9) shows that the resulting expression (3.11) is of the form

$$
\begin{equation*}
T_{12}=\left\langle Q_{1}^{*}\left(\mathbf{r} ; \mathbf{z}_{1}\right) Q_{2}\left(\mathbf{r} ; \mathbf{z}_{2}, \mathbf{z}_{3}\right)\right\rangle \tag{3.12}
\end{equation*}
$$

The expression (2.7) for $P_{3}$ lets us write this as

$$
\begin{align*}
\mathscr{T}_{12}= & \int P_{1}\left(\mathbf{z}_{1}\right) P_{1}\left(\mathbf{z}_{2}\right) P_{1}\left(\mathbf{z}_{3}\right) g_{3}\left(\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}\right) \\
& \times Q_{1}^{*} Q_{2} d^{3} z_{1} d^{3} z_{2} d^{3} z_{3}+\left\langle Q_{1}^{*}\right\rangle\left\langle Q_{2}\right\rangle \\
& +\int d^{3} z_{1} d^{3} z_{2} P_{1}\left(\mathbf{z}_{1}\right) P_{1}\left(\mathbf{z}_{2}\right) g_{2}\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right) Q_{1}^{*}\left(\mathbf{r} ; \mathbf{z}_{1}\right) \\
& \times\left[\int d^{3} z_{3} P_{1}\left(\mathbf{z}_{3}\right) Q_{2}\left(\mathbf{r} ; \mathbf{z}_{2}, \mathbf{z}_{3}\right)\right] \\
& +\left[{ }^{"} 2 \text { " replaced by " } 3 \text { " in } g_{2}\right] . \tag{3.13}
\end{align*}
$$

The first term above corresponds to scattering with all three electrons within one correlation range of each other. According to assumption (B5), we expect this to be relatively small. The second term represents a contribution to the coherent scattering, which, by assumption (B2), is important only in the forward direction. The third and fourth terms are of the form which will be of principal interest to us, containing both coherent and incoherent contributions. For example, the average over $\mathbf{z}_{3}$ in the third term will be called a coherent part of the scattering, since $z_{3}$ is uncorrelated with $\mathbf{z}_{1}$. The average over $\mathbf{z}_{1}$ and $\mathbf{z}_{2}$ will be called cross correlated, since it involves a correlation between coordinates in both $Q$ 's.

This classification can be applied to any term in (3.11). For example, an average over a correlated cluster $\mathbf{z}_{\alpha_{a}} \cdots \mathbf{z}_{\alpha_{b}}$ in $Q_{n}$, and thus not correlated with any of the coordinates $\mathbf{z}_{\beta_{1}} \cdots \mathbf{z}_{\beta_{m}}$ of $Q_{m}$, will be called a "coherent part" of the average. An average over a correlated cluster $\mathbf{z}_{\alpha_{a}} \cdots \mathbf{z}_{\alpha_{b}}$ invoking coordinates of both Q's will be called "cross correlated." Evidently, each average over a correlated cluster of coordinates will fall into one or the other of these classifications.

Our technique of separating coherent from incoherent contributions is first to evaluate all the coherent parts contributing to $F_{\alpha \beta}$ directly from Eqs. (3.4). This will lead to a modified set of multiple-scattering equations. In evaluating (3.10) we must then, of course, keep only cross-correlated averages.

As a first step in doing this, we note that coherent parts give rise to forward scattering only. This follows from assumptions (B4), (B6), and (C3). ${ }^{23}$ For example,

$$
\begin{align*}
& \int P_{1}\left(\mathrm{z}_{\beta}\right) G_{\alpha \beta}^{0} f_{i j}(\alpha \beta, \beta \sigma) F_{\beta \sigma}\left(\mathrm{z}_{\beta}, j\right) d^{3} z_{\beta} \\
& \quad \cong \delta_{i j} f_{0} \int P_{1}\left(\mathrm{z}_{\beta}\right) G_{\alpha \beta}^{0} F_{\beta \sigma}\left(\mathrm{z}_{\beta}, j\right) d^{3} z_{\beta} \tag{3.14}
\end{align*}
$$

where

$$
\begin{equation*}
f_{0}=f_{i i}(\alpha \beta, \alpha \beta)=-r_{0} \tag{3.15}
\end{equation*}
$$

is the Thomson amplitude for forward scattering. The result (3.14) follows since the straight line path from $\mathbf{z}_{\sigma}$ to $\mathbf{z}_{\alpha}$ represents the path of stationary phase for the exponential

$$
\exp \left[i k\left(R_{\alpha \beta}+R_{\beta \sigma}\right)\right]
$$

as is illustrated in Fig. 3. The verification of (3.14) may also be seen from our conclusion with Eq. (3.21) that the coherent parts give rise to the eikonal ray

[^165]paths, which do not show deflections at individual scatterings.

As a first approximation, let us consider a sum over coherent parts in (3.4), neglecting any correlations between electrons. For propagation from $\mathbf{z}_{\sigma}$ to $\mathbf{z}_{\alpha}$ we obtain the series

$$
\begin{align*}
G_{\alpha \sigma}^{(1)} \equiv & G_{\alpha \sigma}^{0}+f_{0} \sum_{\beta} \int G_{\alpha \beta}^{0} G_{\beta \sigma}^{0} P_{1}\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta} \\
& +f_{0}^{2} \sum_{\beta_{1}, \beta_{2}} \int G_{\alpha \beta_{1}}^{0} G_{\beta_{1} \beta_{2}}^{0} G_{\beta_{2} \sigma}^{0} P_{1}\left(\mathbf{z}_{\beta_{1}}\right) \\
& \times P_{1}\left(\mathbf{z}_{\beta_{2}}\right) d^{3} z_{\beta_{1}} d^{3} z_{\beta_{2}}+\cdots \tag{3.16}
\end{align*}
$$

This may be summed into the form of an integral equation for $G_{\alpha \sigma}^{(1)}$ :

$$
G_{\alpha \sigma}^{(1)}=G_{\alpha \sigma}^{0}+f_{0} \sum_{\beta} \int G_{\alpha \beta}^{0} G_{\beta \sigma}^{(1)} P_{1}\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta}
$$

or

$$
\begin{equation*}
G_{\alpha \sigma}^{(1)}=G_{\alpha \sigma}^{0}+f_{0} \int G_{\alpha \beta}^{0} G_{\beta \sigma}^{(1)} \rho\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta} \tag{3.17}
\end{equation*}
$$

where we have introduced the electron density $\rho$ defined by Eq. (2.13). We have also used assumption (B1) to neglect the restrictions implied by Eqs. (3.14) on the sums over electron coordinates.

To solve Eq. (3.17), we first observe that $G_{\alpha \sigma}^{0}$ satisfies the differential equation

$$
\left[\nabla_{\alpha}^{2}+k^{2}\right] G_{\alpha \sigma}^{0}=-4 \pi \delta\left(\mathbf{z}_{\alpha}-\mathbf{z}_{\sigma}\right)
$$

Operating on both sides of Eq. (3.17) with $\left[\nabla_{\alpha}^{2}+k^{2}\right]$ and using this relation, we obtain

$$
\begin{equation*}
\left[\nabla_{\alpha}^{2}+k^{2} n_{1}^{2}\left(\mathbf{z}_{\alpha}\right)\right] G_{\alpha \sigma}^{(1)}=-4 \pi \delta\left(\mathbf{z}_{\alpha}-\mathbf{z}_{\sigma}\right) \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
n_{1}^{2}(\mathbf{z})=1+\left(4 \pi f_{0} / k^{2}\right) \rho(\mathbf{z}) \tag{3.19}
\end{equation*}
$$

Thus, $G_{\alpha \sigma}^{(1)}$ satisfies the wave equation in a medium of refractive index $n_{1}(\mathbf{z})$. Assumption (B6) permits us to write $G_{\alpha \sigma}^{(1)}$ in the eikonal form

$$
\begin{equation*}
G_{\alpha \sigma}^{(1)}=e^{i k S_{\alpha \sigma} / R_{\alpha \sigma}} \tag{3.20}
\end{equation*}
$$

where the eikonal is

$$
\begin{equation*}
S_{\alpha \sigma}=\int_{z_{\sigma}}^{z_{\alpha}} n_{1}(\mathbf{x}) d s \tag{3.21}
\end{equation*}
$$

and the integral is taken from $\mathbf{z}_{\sigma}$ to $\mathbf{z}_{\alpha}$ along a ray


Fig. 3. Integration path for Eq. (3.14).
path. ${ }^{24,25}$ Our assumption (C3) lets us take this ray path as a straight line. This conclusion provides a justification for Eq. (3.14).

We may evidently generalize Eq. (3.16) keeping pair correlations, etc. From the structure of the series (3.4) we see that this leads to the Green's function

$$
\begin{align*}
G_{\alpha \sigma}= & G_{\alpha \sigma}^{0}+f_{0} \sum_{\beta} \int G_{\alpha \beta}^{0} G_{\beta \sigma} P_{1}\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta} \\
& +\sum_{j=1}^{2} \sum_{\beta_{1}, \beta_{2}} \int G_{\alpha \beta_{1}}^{0} f_{i j}\left(\alpha \beta_{1}, \beta_{1} \beta_{2}\right) G_{\beta_{1} \beta_{2}} \\
& \times f_{j i}\left(\beta_{1} \beta_{2}, \beta_{2} \sigma\right) G_{\beta_{2 \sigma}} P_{1}\left(\mathbf{z}_{\beta_{1}}\right) P_{1}\left(\mathbf{z}_{\beta_{2}}\right) \\
& \times g\left(\mathbf{z}_{\beta_{1}}, \mathbf{z}_{\beta_{2}}\right) d^{3} z_{\beta_{1}} d^{3} z_{\beta_{2}}+\cdots \tag{3.22}
\end{align*}
$$

where ". . ." refers to contributions from higher-order correlations. In writing this equation we have anticipated [as in Eq. (3.14)] that $\mathbf{R}_{\alpha \beta_{1}}$ and $\mathbf{R}_{\beta_{2} \sigma}$ will be parallel, since coherent parts give rise to forward scattering only. (This may again be justified by direct calculation or from our final result.) Since there is no change of direction for the two scatterings, there will be no change of polarization. It is for this reason that the initial and final polarization indices " $i$ " are taken to be the same [the isotropy assumption (C2) for the medium has also been invoked here].

We now address ourselves to the solution of Eq. (3.22), dropping the contribution of "higher-order-than-pair" correlations. To anticipate our final result, $G_{\alpha \sigma}$ will again have the form (3.20) and (3.21), except with a more accurate approximation to the refractive index. Given this anticipation and the fact that $\mathbf{z}_{\beta_{1}}$ and $\mathbf{z}_{\beta_{2}}$ are correlated (and thus separated by a distance comparable to $R_{e}$ ), we have

$$
\begin{equation*}
G_{\beta_{2} \sigma} \cong \exp \left[i n_{1}\left(\mathbf{z}_{\beta_{1}}\right) \mathbf{k}_{\beta_{1} \sigma} \cdot \mathbf{R}_{\beta_{2} \beta_{1}}\right] G_{\beta_{1} \sigma} \tag{3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\beta_{1} \beta_{2}}=\left(1 / R_{\beta_{1} \beta_{2}}\right) \exp \left[i_{1}\left(\mathbf{z}_{\beta_{1}}\right) k R_{\beta_{1} \beta_{2}}\right] . \tag{3.24}
\end{equation*}
$$

Here we have used the notation of Eqs. (3.3) and (3.6) and have set $\mathbf{k}_{\beta_{1} \sigma} \equiv k \hat{k}_{\beta_{1} \sigma}$. We have also used assumptions ( Cl ) and (C4) to simplify the eikonal phases. Finally, we have replaced the exact refractive index $n$ by its first approximation $n_{1}$, the relative error being of order ( $R_{c} / l$ ) [see Eq. (4.7)].

The approximations (3.23) and (3.24) permit us to rewrite Eq. (3.22) in the form

$$
\begin{equation*}
G_{\alpha \sigma}=G_{\alpha \sigma}^{0}+\int G_{\alpha \beta}^{0} \gamma\left(\mathbf{z}_{\beta}\right) G_{\beta \sigma} d^{3} z_{\beta} \tag{3.25}
\end{equation*}
$$

[^166]where
\[

$$
\begin{align*}
\gamma(\mathbf{z})= & f_{0} \rho(\mathbf{z})+\rho(\mathbf{z}) \int d^{3} x \rho(\mathbf{x}) g(\mathbf{z}, \mathbf{x}) \\
& \times \frac{e^{i n_{1}(\mathbf{z}) k R}}{R} e^{-i n_{1}(\mathbf{z}) k \hat{\mathbf{a}} \cdot \mathbf{R}} \sum_{j=1}^{2}\left[f_{j i}(\hat{\mathbf{R}}, \hat{\mathbf{q}})\right]^{2} \tag{3.26a}
\end{align*}
$$
\]

Here we have introduced the unit vector

$$
\hat{\mathbf{q}} \equiv \mathbf{R}_{\beta_{1} \sigma} / R_{\beta_{1} \sigma}
$$

written $\mathbf{R} \equiv \mathbf{z}-\mathbf{x}$, and have returned to the notation (2.4) for the Thomson amplitude. Approximations $(\mathrm{C} 1)$ and (C2) allow us to rewrite $\gamma(\mathbf{z})$ as

$$
\begin{align*}
\gamma(\mathbf{z})= & f_{0} \rho(\mathbf{z})+\rho^{2}(\mathbf{z}) \int d^{3} R g(\mathbf{z} ; R) \\
& \times \frac{1}{R} \exp \left[\operatorname{in}_{1}(\mathbf{z})(k R-k \hat{\mathbf{q}} \cdot \mathbf{R})\right] \\
& \times \sum_{j=1}^{2}\left[f_{j i}(\hat{\mathbf{R}}, \hat{\mathbf{q}})\right]^{2} \tag{3.26b}
\end{align*}
$$

This expression is independent of the vector $\hat{\mathbf{q}}$ and the polarization index $i$.

On following the steps which led from Eq. (3.17) to (3.18), we see that $G_{\alpha \sigma}$ satisfies the equation

$$
\begin{equation*}
\left[\nabla_{\alpha}^{2}+k^{2} n^{2}\left(\mathbf{z}_{\alpha}\right)\right] G_{\alpha \sigma}=-4 \pi \delta\left(\mathbf{z}_{\alpha}-\mathbf{z}_{\sigma}\right) \tag{3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
n^{2}(\mathbf{z})=1+\left(4 \pi / k^{2}\right) \gamma(\mathbf{z}) \tag{3.28}
\end{equation*}
$$

Therefore, in the eikonal approximation we have

$$
\begin{align*}
G_{\alpha \sigma} & =\left(1 / R_{\alpha \sigma}\right) e^{i k S_{\alpha \sigma}} \\
S_{\alpha \sigma} & \equiv S\left(\mathbf{z}_{\alpha}, \mathbf{z}_{\sigma}\right)=\int_{\mathbf{z}_{\sigma}}^{\mathbf{z}_{\alpha}} n(\mathbf{x}) d s=S_{\alpha \sigma} \tag{3.29}
\end{align*}
$$

as in Eqs. (3.20) and (3.21). Were we to drop the restriction (C3), the path integral here would, in general, follow a curved ray path and $G_{\alpha \sigma}$ would be a tensor in the polarization indices.

Making use of our assumption (C3) that $n \cong 1$ and our conclusion that ( $3.26 b$ ) does not depend on the polarization index $i$, we can re-express (3.28) in the form

$$
\begin{align*}
n(\mathbf{z}) \cong & 1+\left(2 \pi f_{0} / k^{2}\right) \rho(\mathbf{z}) \\
& +\left(2 \pi / k^{2}\right) \rho^{2}(\mathbf{z}) \int d^{3} R g(\mathbf{z} ; R) \sigma_{T}(\hat{\mathbf{R}} \cdot \hat{\mathbf{q}}) \\
& \times(1 / R) \exp \left[\operatorname{in}_{1}(\mathbf{z}) k(R-\hat{\mathbf{q}} \cdot \mathbf{R})\right] \tag{3.30}
\end{align*}
$$

where $\sigma_{T}$ is defined by Eq. (2.21).
The procedure used to derive Eqs. (3.29) and (3.30) can evidently be generalized to include the contribution from higher-order correlations in the refractive index. We do not do this explicitly here.

We are now ready to rewrite Eqs. (3.1) and (3.4), taking due account of contributions from "coherent parts." The new equations are

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{z}_{\alpha}\right)=\mathbf{E}_{c}\left(\mathbf{z}_{\alpha}\right)+\sum_{\beta(\neq \alpha)=1}^{N} \sum_{j=1}^{2} \hat{\mathbf{e}}_{\alpha \beta}(j) E_{\alpha \beta}(j) \tag{3.31}
\end{equation*}
$$

and

$$
\begin{align*}
& E_{\alpha \beta}(i)=G_{\alpha \beta} f_{i 1}(\alpha \beta, \beta \sigma) E_{c}\left(\mathrm{z}_{\beta}\right) \\
& \quad+\sum_{\sigma(\neq \beta)=1}^{N} \sum_{j=1}^{2} G_{\alpha \beta} f_{i j}(\alpha \beta, \beta \sigma) E_{\beta \sigma}(j) . \tag{3.32}
\end{align*}
$$

The coherent wave $\mathbf{E}_{c}\left(\mathbf{z}_{\alpha}\right)$ is defined by the relation [we consider $\mathbf{z}_{\alpha}$ as not being an electron coordinate in the defining Eq. (3.33)]:

$$
\begin{align*}
\mathbf{E}_{c}\left(\mathbf{z}_{\alpha}\right) & \equiv\left\langle\mathbf{E}\left(\mathbf{z}_{\alpha}\right)\right\rangle \equiv\left\langle\mathbf{E}\left(\mathbf{z}_{\alpha}\right)\right\rangle_{\alpha} \\
& =e^{i k S_{\alpha}} E_{0} \hat{\mathbf{e}}(1) \equiv \hat{\mathbf{e}}(1) E_{c}\left(\mathbf{z}_{\alpha}\right), \tag{3.33}
\end{align*}
$$

where the eikonal is

$$
\begin{equation*}
S_{\alpha} \equiv S\left(\mathbf{z}_{\alpha}\right)=\int_{-\infty}^{z_{\alpha}}[n(\mathbf{x})-1] d s+\hat{\mathbf{k}} \cdot \mathbf{z}_{\alpha} \tag{3.34}
\end{equation*}
$$

with the path integral taken along a straight line parallel to $\hat{\mathbf{k}}$ and terminating at $\mathbf{z}_{\alpha}$. The constant of integration in (3.34) is chosen to be consistent with that of Eq. (2.1).

In using these equations to calculate a power flux, etc., as in Eq. (3.10), we must of course keep only cross correlations-and not twice take account of coherent parts.

Let us first verify Eq. (3.33). Using Eqs. (3.1) and (3.4), we have

$$
\begin{align*}
E_{c}\left(\mathbf{z}_{\alpha}\right)= & E_{I}\left(\mathbf{z}_{\alpha}\right)+f_{0} \sum_{\beta} \int P_{1}\left(\mathbf{z}_{\beta}\right) G_{\alpha \beta}^{0} E_{I}\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta} \\
& +\sum_{\beta_{1}, \beta_{2}} f_{0}^{2} \int P_{1}\left(\mathbf{z}_{\beta_{1}}\right) P_{1}\left(\mathbf{z}_{\beta_{2}}\right) G_{\alpha \beta_{1}}^{0} G_{\beta_{1} \beta_{2}}^{0} \\
& \times E_{I}\left(\mathbf{z}_{\beta_{2}}\right) d^{3} z_{\beta_{1}} d^{3} z_{\beta_{z}}+\cdots \\
= & E_{I}\left(\mathbf{z}_{\alpha}\right)+\int G_{\alpha \beta} \gamma\left(\mathbf{z}_{\beta}\right) E_{I}\left(\mathbf{z}_{\beta}\right) d^{3} z_{\beta} \tag{3.35}
\end{align*}
$$

Use of Eqs. (2.1) and (3.27) shows that $E_{\mathrm{c}}$ satisfies the equation

$$
\begin{equation*}
\left[\nabla_{\alpha}^{2}+k^{2} n^{2}\left(z_{\alpha}\right)\right] E_{c}\left(z_{\alpha}\right)=0 \tag{3.36}
\end{equation*}
$$

This and the boundary condition implied by Eq. (2.1) lead to Eqs. (3.33) and (3.34).

To derive Eqs. (3.32), we return to Eqs. (3.4). Let $z_{\alpha}$ and $z_{\beta}$ be coordinates at which two successive incoherent (i.e., to be cross correlated) scatterings occur. We sum over all possible coherent scatterings between these two points to obtain the series (3.22), and thus obtain $G_{a \beta}$ as the Green's function describing
propagation between these two scatterings. When all scatterings in the series (except that at $\mathbf{z}_{\beta}$ ) are coherent, we obtain the first term on the right-hand side of Eq. (3.32).

## 4. APPLICATIONS OF THE MULTIPLESCATTERING EQUATIONS

In Sec. 5 we shall derive a transport equation for the scattered intensity from Eqs. (3.31) and (3.32). In this section we describe only the simplest application of the multiple-scattering equations.

Relatively little effort has been made to solve Eqs. (3.1) and (3.4) or (3.31) and (3.32) directly, except when the number $N$ of scatterers is small. Available variational principles probably have only a very limited applicability, but do not seem to have been explored. Approximations in which the "scatterers" are volume cells or correlation cells chosen so that $N$ is effectively small are possible, but also not explored. Restriction to a finite set of possible ray paths suggests another class of approximations to the multiplescattering equations.

We make no attempt to explore methods for solving the multiple-scattering equations here. To illustrate the difference between the set (3.1)-(3.4) and the set (3.31)-(3.33), we shall discuss the singlescattering approximation to the latter. In the quantum theory of scattering this is usually called the "distortedwave Born approximation" (or DWBA). The DWBA expression is obtained by substituting the first term on the right-hand side of Eq. (3.32) into (3.31). This gives the incoherently scattered field at a large distance $r$ as

$$
\begin{align*}
& \mathbf{E}_{\mathrm{sc}}(\mathbf{r})=\sum_{j=1}^{2} \hat{e}_{\mathrm{p}}(j) E_{\mathrm{sc}}(j) \\
& E_{\mathrm{sc}}(j)=\sum_{\alpha=1}^{N} \frac{1}{r} \exp \left\{i k\left[S\left(\mathbf{r}, \mathbf{z}_{\alpha}\right)+S\left(\mathbf{z}_{\alpha}\right)\right]\right\} f_{j 1}(\hat{\mathbf{p}}, \hat{\mathbf{k}}) E_{0} \tag{4.1}
\end{align*}
$$

where the notation of Eqs. (2.2) and (2.3) has been used. The expression for the received power flux is now

$$
\begin{aligned}
\mathfrak{T}_{\mathrm{rec}} & =c\left\langle\frac{\left|\hat{\mathbf{e}} \cdot \mathbf{E}_{\mathrm{sc}}(\mathbf{r})\right|^{2}}{8 \pi}\right\rangle \\
& =\left(\mathfrak{T}_{0} / r^{2}\right) \sigma,
\end{aligned}
$$

where the scattering cross section in the DWBA is

$$
\begin{align*}
\sigma= & |f(\hat{\mathbf{e}})|^{2} \int d^{3} z_{1} d^{3} z_{2} \rho\left(\mathbf{z}_{1}\right) \rho\left(\mathbf{z}_{2}\right) g\left(\mathbf{z}_{1}, \mathbf{z}_{2}\right) \\
& \times \exp \left\{i k\left[S\left(\mathbf{r}, \mathbf{z}_{1}\right)-S^{*}\left(\mathbf{r}, \mathbf{z}_{2}\right)+S\left(\mathbf{z}_{1}\right)-S^{*}\left(\mathbf{z}_{2}\right)\right]\right\} . \tag{4.2}
\end{align*}
$$

When the refractive index is unity, this, of course, reduces to Eq. (2.17a).

Assumptions (Cl) and (C4) permit us to write

$$
\begin{gather*}
S\left(\mathbf{r}, \mathbf{z}_{2}\right) \cong S\left(\mathbf{r}, \mathbf{z}_{1}\right)+n_{1}\left(\mathbf{z}_{1}\right) \hat{\mathbf{p}} \cdot \mathbf{R}, \\
S\left(\mathbf{z}_{2}\right) \cong S\left(\mathbf{z}_{1}\right)-n_{1}\left(\mathbf{z}_{1}\right) \hat{\mathbf{k}} \cdot \mathbf{R}, \tag{4.3}
\end{gather*}
$$

where $R \equiv z_{1}-z_{2}$. This lets us write

$$
\begin{align*}
\sigma= & |f(\hat{\mathbf{e}})|^{2} \int d^{3} z \rho^{2}(\mathbf{z}) \\
& \times \exp \{-2 k[\operatorname{Im} S(\mathbf{r}, \mathbf{z})+\operatorname{Im} S(\mathbf{z})]\} \\
& \times d^{3} R g(\mathbf{z} ; R) \exp \left\{i n_{1}(\mathbf{z})(\mathbf{p}-\mathbf{k}) \cdot \mathbf{R}\right\} \tag{4.4}
\end{align*}
$$

If we sum this over final polarizations $\hat{e}$ and scattering directions $\hat{\mathbf{p}}$, and average over initial polarizations $\hat{\mathbf{e}}(1)$, for the scattering per unit volume we obtain

$$
\begin{align*}
& \frac{1}{l(\mathbf{z})}=\rho^{2}(\mathbf{z}) \int d \Omega_{\mathfrak{b}} \int d^{3} R g(\mathbf{z} ; R) \\
& \times \exp \left\{i i_{1}(\mathbf{z})(\mathbf{p}-\mathbf{k}) \cdot \mathbf{R}\right\} \times \sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{k}}) . \tag{4.5}
\end{align*}
$$

This differs from the expression (2.23) only by the appearance of $n_{1}(\mathbf{z})$ in the exponential. Equation (4.5) provides the expression for the scattering mean-freepath in the DWBA.

The expression above may be compared with the quantity $2 k \operatorname{Im} n(z)$ obtained from Eq. (3.30). This is

$$
\begin{align*}
& 2 k \operatorname{Im} n(\mathbf{z})=4 \pi \rho^{2}(\mathbf{z}) \int d^{3} R g(\mathbf{z} ; R) \sigma_{T}(\hat{\mathbf{R}} \cdot \mathbf{q}) \\
& \times \frac{\sin n_{1} k R}{k R} e^{-i n_{1} \mathbf{R} \cdot \mathbf{q}}, \tag{4.6}
\end{align*}
$$

since $\sigma_{T}(\hat{\mathbf{R}} \cdot \hat{\mathbf{q}})$ is even in $\hat{\mathbf{R}}$. Now because we have assumed successive scatterings to lie in the wave zone, we have

$$
\frac{4 \pi \sin n_{1} k R}{n_{1} k R} \sigma_{T}(\hat{\mathbf{R}} \cdot \hat{\mathbf{q}}) \cong \int d \Omega_{\hat{p}} e^{i n_{1} \mathbf{p} \cdot \mathbf{R}} \sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{q}}) .
$$

Recalling that $n_{1} \cong 1$, we may use this to rewrite (4.6) as

$$
\begin{align*}
2 k \operatorname{Im} n(\mathbf{z}) \cong & \rho^{2}(\mathbf{z}) \int d \Omega_{\phi} \int d^{3} \operatorname{Rg}(\mathbf{z} ; R) \sigma_{T}(\hat{\mathbf{p}} \cdot \hat{\mathbf{q}}) \\
& \times \exp \left[\operatorname{in}_{\mathbf{1}}(\mathbf{p}-k \hat{\mathbf{q}}) \cdot \mathbf{R}\right]=1 / l(\mathbf{z}) \tag{4.7}
\end{align*}
$$

where $l(\mathbf{z})$ is given by Eq. (4.5). This result is, of course, expected from more general considerations.

The relation (4.7) lets us put (4.4) into an intuitively more plausible form:

$$
\begin{align*}
\sigma=|f(\hat{\mathbf{e}})|^{2} \int d^{3} z \rho^{2}(\mathbf{z}) & \exp \left[-\int_{-\infty}^{z} \frac{d s}{l(x)}-\int_{z}^{r} \frac{d s}{l(\mathbf{x})}\right] \\
& \times \int d^{3} R g(\mathbf{z} ; R) l^{i(0-\mathbf{k}) \cdot \mathbf{R} n_{1}(\mathbf{z})} \tag{4.8}
\end{align*}
$$

where the path integrals are taken along the incident and outgoing ray paths. This shows that scattering in the interior of the plasma is reduced by absorption of the incident beam. The simple incoherent scattering cross section is further reduced by absorption of the outgoing beam. This latter reduction would, of course, be compensated if we were to include more than one incoherent scattering. ${ }^{26}$

## 5. USE OF A TRANSPORT EQUATION

Instead of attempting to solve the multiple scattering equations (3.1) and (3.4) [or (33.1) and (3.32)] directly, one can use these to derive a transport equation for the power flux. In the present section we show how to do this. The simplifying assumptions of Sec. 2 is accepted, so no attempt at great generality is made at present.

We first introduce the energy density ${ }^{27}$

$$
\begin{equation*}
U\left(\mathbf{z}_{a} ; \hat{\mathbf{e}}\right) \equiv\left\langle\frac{\left|\hat{\mathbf{e}} \cdot \mathbf{E}\left(\mathbf{z}_{\alpha}\right)\right|^{2}}{8 \pi}\right\rangle_{\alpha} \tag{5.1}
\end{equation*}
$$

and the coherent density

$$
\begin{equation*}
U_{c}\left(\mathbf{z}_{\alpha} ; \hat{\mathbf{e}}\right) \equiv \frac{\left|\hat{\mathbf{e}} \cdot \mathbf{E}_{c}\left(\mathbf{z}_{\alpha}\right)\right|^{2}}{8 \pi}=U_{c}\left(\mathbf{z}_{\alpha}\right)[\hat{\mathbf{e}} \cdot \hat{\mathbf{e}}(1)]^{2} \tag{5.2}
\end{equation*}
$$

Here $\mathbf{z}_{\alpha}$ is considered to be some point in space, rather than an electron coordinate. If we take $\mathbf{z}_{\alpha}=\mathbf{r}$, a point far from the plasma, then $c U(\mathbf{r}, \hat{\mathbf{e}})$ is the scattered point flux received at $\mathbf{r}$ with linear polarization $\hat{\mathbf{e}}$. (We recall that when $\mathbf{z}_{\alpha}$ is not an electron coordinate, we need not distinguish between the averages $\langle\cdots\rangle_{\alpha}$ and $\langle\cdots\rangle$. .

Substitution of Eq. (3.31) into (5.1) gives

$$
\begin{align*}
U\left(\mathbf{z}_{\alpha} ; \hat{\mathbf{e}}\right) & =U_{c}\left(\mathbf{z}_{\alpha} ; \hat{\mathbf{e}}\right) \\
& +\sum_{\beta, \beta^{\prime}} \sum_{i, j=1}^{2}\left\langle\hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(i) \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta^{\prime}}(j) \frac{\left[E_{\alpha \beta}^{*}(i) E_{\alpha \beta^{\prime}}(j)\right]}{8 \pi}\right\rangle \tag{5.3}
\end{align*}
$$

where the cross terms vanish. That is,

$$
\begin{equation*}
\left\langle E_{\alpha \beta^{\prime}}(j)\right\rangle_{\alpha}=0, \tag{5.4}
\end{equation*}
$$

because $E_{\alpha \beta^{\prime}}$ must contain cross correlations. [This particular conclusion (5.4) is obvious from the

[^167]definition (3.33) of $\mathbf{E}_{c}$.] The second term in Eq. (5.3) can be written in the form
\[

$$
\begin{align*}
& \int d^{3} z_{\beta} d^{3} z_{\beta^{\prime}} \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(i) \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta^{\prime}}(j) \rho\left(\mathbf{z}_{\beta}\right) \rho\left(\mathbf{z}_{\beta^{\prime}}\right) \\
& \quad \times\left[1+g\left(\mathbf{z}_{\beta}, \mathbf{z}_{\beta^{\prime}}\right)\right]\left\langle\frac{E_{\alpha \beta}^{*}(i) E_{\alpha \beta^{\prime}}(j)}{8 \pi}\right\rangle_{\alpha \beta \beta^{\prime}} \\
& \cong \int d^{3} z_{\beta} \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(i) \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(j) \rho\left(\mathbf{z}_{\beta}\right) \\
& \quad \times \int d^{3} z_{\beta^{\prime}} \rho\left(\mathbf{z}_{\beta^{\prime}}\right) g\left(\mathbf{z}_{\beta}, \mathbf{z}_{\beta^{\prime}}\right)\left\langle\frac{E_{\alpha \beta}^{*}(i) E_{\alpha \beta^{\prime}}(j)}{8 \pi}\right\rangle_{\alpha \beta \beta^{\prime}} \tag{5.5}
\end{align*}
$$
\]

To understand the above equation we first note that the averages above must contain no coherent parts. The "one"' term in $\left[1+g\left(\mathbf{z}_{\beta}, \mathbf{z}_{\beta}\right)\right]$ was dropped because this corresponds to a coherent part, except for possible higher-order correlations involving $\mathbf{z}_{\beta}, \mathbf{z}_{\beta^{\prime}}$, and at least one other electron coordinate. Such higher-order correlations may be neglected because of assumption (B5). ${ }^{28}$ To see this, we note that the leading one of these neglected terms is of the form [here use set $\mathbf{z}_{\alpha}=\mathbf{r}$, a distant point, and replace the $f$ 's in Eq. (3.32) by $r_{0}$ ]:

$$
\begin{aligned}
& \frac{\mathscr{T}_{0}}{r^{2}} \int d^{3} z_{\beta} d^{3} z_{\beta^{\prime}} d^{3} z_{\sigma} \rho\left(\mathbf{z}_{\beta}\right) \rho\left(\mathbf{z}_{\beta^{\prime}}\right) \rho\left(\mathbf{z}_{\sigma}\right) \\
& \times g_{3}\left(\mathbf{z}_{\beta}, \mathbf{z}_{\beta^{\prime}}, \mathbf{z}_{\sigma}\right)\left[r_{0} e^{-i(\mathbf{p}-\mathbf{k}) \cdot \mathbf{z}_{\beta}}\right]^{*} \\
& \times\left[r_{0} \frac{e^{i k R_{\beta^{\prime} \sigma}}}{R_{\beta^{\prime} \sigma}} r_{0} e^{i\left(\mathbf{k} \cdot \mathbf{z}_{\sigma}-\mathbf{p} \cdot \mathbf{z}_{\beta^{\prime}}\right)}\right] \\
& \approx\left(T_{0} / r^{2}\right)\left[r_{0}^{2}\left(\rho R_{c}^{3}\right) N\right] \times\left[r_{0} R_{c}^{2} \rho\right]
\end{aligned}
$$

In obtaining this, we have set all oscillating exponentials equal to unity, which in general provides a gross overestimate. The inequality (2.24) shows that this is less than the "leading terms," as characterized by Eqs. (2.14) and (2.17), by a factor of $\mathcal{O}\left(R_{c} / l\right)^{\frac{1}{2}}$-or smaller, if the neglected exponentials are included.

We have also replaced $\hat{\mathbf{e}}_{\alpha \beta^{\prime}}(j)$ by $\hat{\mathbf{e}}_{\alpha \beta}(j)$ in Eq. (5.5). This follows from assumption (B5), since for our applications $R_{\alpha \beta}=\mathcal{O}(l)$, while $R_{\beta, \beta}=\mathcal{O}\left(R_{c}\right)$.

The form of Eq. (5.5) suggests that we define

$$
\begin{align*}
U_{i j}(\alpha, \beta) & =\int d^{3} z_{\gamma} d^{3} z_{\sigma} \delta\left[\frac{1}{2}\left(\mathbf{z}_{\gamma}+\mathbf{z}_{\sigma}\right)-\mathbf{z}_{\beta}\right] \\
& \times \rho\left(\mathbf{z}_{\gamma}\right) \rho\left(\mathbf{z}_{\sigma}\right) g\left(\mathbf{z}_{\gamma}, \mathbf{z}_{\sigma}\right)\left\langle\frac{E_{\alpha \gamma}^{*}(i) E_{\alpha \sigma}(j)}{8 \pi}\right\rangle_{\alpha \gamma \sigma} \tag{5.6}
\end{align*}
$$

where $z_{\beta}$ is now considered to be a point in space rather than an electron coordinate. When this is

[^168]inserted into (5.5) and then into (5.3), we get
\[

$$
\begin{align*}
U\left(z_{\alpha} ; \hat{\mathbf{e}}\right)= & U_{C}\left(\mathbf{z}_{\alpha} ; \hat{\mathbf{e}}\right) \\
& +\sum_{i, j=1}^{2} \int d^{3} z_{\beta} \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(i) \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(j) \times U_{i j}(\alpha, \beta) . \tag{5.7a}
\end{align*}
$$
\]

Thus, the integrand in the second term above represents the density of energy at $\mathbf{z}_{\alpha}$, having polarization $\hat{e}$, arriving from within a unit volume at $z_{\beta}$.

We can convert this into a flux as follows: let $\hat{\mathbf{p}}$ be a fixed unit vector and let
$I_{i j}\left(\mathbf{z}_{\alpha}, \hat{\mathbf{p}}\right) \equiv I_{c}\left(\mathbf{z}_{\alpha}\right) \delta_{i \mathbf{1}} \delta_{j 1} \delta_{\mathrm{k}, \hat{\mathbf{p}}}+c \int_{-\hat{\mathbf{p}}} R_{\alpha \beta}^{2} d R_{\alpha \beta} U_{i j}(\alpha, \beta)$.
Here we have introduced

$$
I_{v}\left(\mathbf{z}_{\alpha}\right)=c U_{c}\left(\mathbf{z}_{\alpha}\right)
$$

the flux of coherent power, and the Dirac delta function $\delta_{\mathrm{k}, \hat{\mathrm{p}}}=\delta_{\hat{\mathrm{p}}, \hat{\mathrm{k}}}$, defined by

$$
\int d \Omega_{\hat{\mathbf{p}}} A(\hat{\mathbf{p}}) \delta_{\hat{\mathbf{k}}, \hat{\mathbf{p}}}=A(\hat{\mathbf{k}})
$$

where $A(\hat{\mathbf{p}})$ is some function of the unit vector $\hat{\mathbf{p}}$ continuous at $\hat{\mathbf{k}}=\hat{\mathbf{p}} .{ }^{29}$ The integral in (5.8a) is taken along the straight line defined by $-\hat{\mathbf{p}}=\mathbf{R}_{\beta \alpha} / R_{\alpha \beta}$.

Equation (5.8a) can be written more concisely as the matrix equation

$$
\begin{equation*}
I\left(\mathbf{z}_{\alpha}, \hat{\mathbf{p}}\right)=\mathbf{I}_{c}\left(\mathbf{z}_{\alpha}\right) \delta_{\hat{k}, \hat{\mathbf{p}}}+c \int_{\hat{\mathbf{p}}} R_{\alpha \beta}^{2} d R_{\alpha \beta} \mathbf{U}(\alpha, \beta) \tag{5.8b}
\end{equation*}
$$

where we consider $\mathbf{I}, \mathbf{I}_{c}$, and $\mathbf{U}$ to be column matrices with four elements.

On comparing Eqs. (5.7a) and (5.8a), we see that

$$
\begin{equation*}
U\left(\mathbf{z}_{\alpha} ; \hat{\mathbf{e}}\right)=\frac{1}{c} \int d \Omega_{\hat{\mathbf{p}}_{i . j=1}} \sum^{2} \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(i) \hat{\mathbf{e}} \cdot \hat{\mathbf{e}}_{\alpha \beta}(j) I_{i j}\left(\mathbf{z}_{\alpha}, \hat{\mathbf{p}}\right) \tag{5.7b}
\end{equation*}
$$

Evidently,

$$
I_{i i}\left(\mathbf{z}_{\alpha}, \hat{\mathbf{p}}\right) d \Omega_{\hat{\mathbf{p}}}
$$

represents the power per unit area of radiation having polarization " $i$ " and propagating parallel to $\hat{\mathbf{p}}$, within the cone of solid angle $d \Omega_{\hat{p}}$.

We are now ready to derive an equation for the flux $\mathbf{I}(\mathbf{z}, \hat{\mathbf{p}})$. When $R_{\alpha^{\prime} \alpha}=\mathcal{O}\left(R_{c}\right)$ and $R_{\alpha \beta}=\mathcal{O}(l)$, assumptions ( Cl ) and ( C 4$)$ imply that, as in Eq. (3.23),

$$
\begin{equation*}
G_{\alpha^{\prime} \beta} \cong \exp \left[i n_{1}\left(\mathbf{z}_{\alpha}\right) \mathbf{k}_{\alpha \beta} \cdot \mathbf{R}_{\alpha^{\prime} \alpha}\right] \times G_{\alpha \beta} \tag{5.9a}
\end{equation*}
$$

where $\mathbf{k}_{\alpha \beta}=\mathbf{k} \hat{\mathbf{k}}_{\alpha \beta}$ [Eq. (3.3)] and we have again replaced $n$ by $n_{1}$. On the other hand, when $R_{\beta, \beta}=$ $\mathcal{O}\left(R_{c}\right)$ and $R_{\alpha \beta}=\mathcal{O}(l)$, we have

$$
\begin{equation*}
G_{\alpha \beta^{\prime}} \cong \exp \left[-i n_{1}\left(\mathbf{z}_{\beta}\right) \mathbf{k}_{\alpha \beta} \cdot \mathbf{R}_{\beta^{\prime} \beta}\right] \times G_{\alpha \beta} \tag{5.9b}
\end{equation*}
$$

[^169]Use of these expressions in Eqs. (3.32) and (3.33) permits us to conclude that when $R_{\alpha^{\prime} \alpha}=\mathcal{O}\left(R_{c}\right)$,

$$
\begin{equation*}
E_{\alpha^{\prime} \beta}(i) \cong \exp \left[i n_{1}\left(\mathbf{z}_{\alpha}\right) \mathbf{k}_{\alpha \beta} \cdot \mathbf{R}_{\alpha^{\prime} \alpha}\right] \times E_{\alpha \beta}(i) \tag{5.10a}
\end{equation*}
$$

When $R_{\beta^{\prime} \beta}=\mathcal{O}\left(R_{c}\right)$, we have instead

$$
\begin{align*}
E_{\alpha \beta}(j) \cong & \exp \left[i i_{1}\left(\mathbf{z}_{\beta}\right)\left(\mathbf{k}-\mathbf{k}_{\alpha \beta}\right) \cdot \mathbf{R}_{\beta^{\prime} \beta}\right] \\
& \times G_{\alpha \beta} f_{j 1}(\alpha \beta, \beta \sigma) E_{c}\left(\mathbf{z}_{\beta}\right) \\
& +\sum_{\sigma(\neq \beta)=1}^{N} \sum_{t=1}^{2} \exp \left[i n_{1}\left(\mathbf{z}_{\beta}\right)\left(\mathbf{k}_{\beta \sigma}-\mathbf{k}_{\alpha \beta}\right) \cdot \mathbf{R}_{\beta^{\prime} \beta}\right] \\
& \times G_{\alpha \beta} f_{j t}(\alpha \beta, \beta \sigma) E_{\beta \sigma}(t) . \tag{5.10b}
\end{align*}
$$

Here we have used assumption (B5) to set

$$
f_{i t}\left(\alpha \beta^{\prime}, \beta^{\prime} \sigma\right) \cong f_{i t}(\alpha \beta, \beta \sigma)
$$

We have also appropriately replaced the restriction $\sigma \neq \beta^{\prime}$ by $\sigma \neq \beta$ when $R_{\alpha \beta^{\prime}}^{-1}$, was replaced by $R_{\alpha \beta}^{-1}$ in $G$.

Now, let us substitute the right-hand side of Eq. (3.32) for each factor of $E$ in (5.6). If we make use of Eqs. (5.10), we have

$$
\begin{align*}
U_{i j}(\alpha, \beta)= & \int d^{3} z_{\gamma} d^{3} z_{\gamma^{\prime}} \delta\left[\frac{1}{2}\left(\mathbf{z}_{\gamma}+\mathbf{z}_{\gamma^{\prime}}\right)-\mathbf{z}_{\beta}\right] \\
& \times \rho\left(\mathbf{z}_{\gamma}\right) \rho\left(\mathbf{z}_{\gamma^{\prime}}\right) g\left(\mathbf{z}_{\gamma}, \mathbf{z}_{\gamma^{\prime}}\right)\left|G_{\alpha \beta}\right|^{2} \\
& \times\left\{\left[f_{i 1}(\alpha \beta, \beta o) f_{j 1}(\alpha \beta, \beta o)\right] U_{c}\left(\mathbf{z}_{\beta}\right)\right. \\
& \times \exp \left[i n_{\mathbf{1}}\left(\mathbf{z}_{\beta}\right)\left(\mathbf{k}_{\alpha \beta}-\mathbf{k}\right) \cdot\left(\mathbf{R}_{\gamma \beta}-\mathbf{R}_{\gamma^{\prime} \beta}\right)\right] \\
& +\sum_{t, t^{\prime}=1}^{2} \int d^{3} z_{\sigma} d^{3} z_{\sigma^{\prime}} \rho\left(\mathbf{z}_{\sigma}\right) \rho\left(\mathbf{z}_{\sigma^{\prime}}\right) g\left(\mathbf{z}_{\sigma}, \mathbf{z}_{\sigma^{\prime}}\right) \\
& \times\left[f_{i t}(\alpha \beta, \beta \sigma) f_{j t^{\prime}}(\alpha \beta, \beta \sigma)\right] \\
& \times \exp \left[i n_{1}\left(\mathbf{z}_{\beta}\right)\left(\mathbf{k}_{\alpha \beta}-\mathbf{k}_{\beta \sigma}\right) \cdot \mathbf{R}_{\gamma \gamma^{\prime}}\right] \\
& \times\left\langle\frac{E_{\beta \sigma}^{*}(t) E_{\beta \sigma^{\prime}}\left(t^{\prime}\right)}{8 \pi} /_{\beta \sigma \sigma^{\prime}}+\text { cross terms }\right\}, \tag{5.11}
\end{align*}
$$

where the "cross terms" are

$$
\begin{align*}
& \frac{1}{8 \pi} \int d^{3} z_{\gamma} d^{3} z_{\gamma^{\prime}} \delta\left[\frac{1}{2}\left(\mathbf{z}_{\gamma}+\mathbf{z}_{\gamma^{\prime}}\right)-\mathbf{z}_{\beta}\right] \\
& \quad \times \rho\left(z_{\gamma}\right) \rho\left(\mathbf{z}_{\gamma^{\prime}}\right) g\left(\mathbf{z}_{\gamma}, \mathbf{z}_{\gamma^{\prime}}\right)_{\sigma, t} E_{c}^{*}\left(\mathbf{z}_{\gamma}\right) \\
& \quad \times G_{\alpha \gamma}^{*} G_{\alpha \gamma^{\prime}} f_{i 1}(\alpha \beta, \beta \sigma)\left\langle f_{j t}(\alpha \beta, \beta \sigma) E_{\gamma^{\prime} \sigma}(t)\right\rangle_{\alpha \gamma \gamma^{\prime}} \\
& \quad+\text { complex conjugate. } \tag{5.12}
\end{align*}
$$

According to assumption (B5), we expect $\boldsymbol{z}_{\sigma}$ to be uncorrelated with $\mathbf{z}_{\gamma^{\prime}}$ or $\mathbf{z}_{\gamma^{\prime}}$. The average above thus contains "coherent parts." We thus omit the "cross terms" from Eq. (5.11).
To simplify Eq. (5.11) let us define the $4 \times 4$
matrix:

$$
\begin{align*}
(i j \mid M(\alpha \beta, \beta \sigma) & \left.\mid t t^{\prime}\right) \equiv\left[f_{i t}(\alpha \beta, \beta \sigma) f_{j t^{\prime}}(\alpha \beta, \beta \sigma)\right] \\
& \times \int d^{3} z_{\gamma} d^{3} z_{\gamma^{\prime}} \delta\left[\frac{1}{2}\left(\mathbf{z}_{\gamma}+\mathbf{z}_{\gamma^{\prime}}\right)-\mathbf{z}_{\beta}\right] \\
& \times \rho\left(\mathbf{z}_{\gamma}\right) \rho\left(\mathbf{z}_{\gamma^{\prime}}\right) g\left(\mathbf{z}_{\gamma}, \mathbf{z}_{\gamma^{\prime}}\right) \\
& \times \exp \left[i n_{1}\left(\mathbf{z}_{\beta}\right)\left(\mathbf{k}_{\alpha \beta}-\mathbf{k}_{\beta \sigma}\right) \cdot \mathbf{R}_{\gamma \gamma^{\prime}}\right] . \tag{5.13}
\end{align*}
$$

This and the expression (5.6) allow us to write (5.11) as

$$
\begin{align*}
U_{i j}(\alpha, \beta)= & \left|G_{\alpha \beta}\right|^{2}\left\{(i j|M(\alpha \beta, \beta o)| 11) U_{c}\left(z_{\beta}\right)\right\} \\
& +\sum_{t . t^{\prime}=1}^{2} \int d^{3} z_{\sigma}\left(i j|M(\alpha \beta, \beta \sigma)| t t^{\prime}\right) U_{t t^{\prime}}(\beta, \sigma) . \tag{5.14a}
\end{align*}
$$

In the more compact matrix notation of Eq. (5.8b) this is

$$
\begin{align*}
\mathbf{U}(\alpha, \beta)=\left|G_{\alpha \beta}\right|^{2} & \left\{\frac{1}{c} \mathbf{M}(\alpha \beta, \beta o) \mathbf{I}_{c}\left(\mathbf{z}_{\beta}\right)\right. \\
& \left.+\int d^{3} z_{\sigma} \mathbf{M}(\alpha \beta, \beta \sigma) \mathbf{U}(\beta, \sigma)\right\} . \tag{5.14b}
\end{align*}
$$

To express (5.14) in terms of the more convenient flux I of Eq. (5.8), we introduce two unit vectors

$$
\begin{align*}
\hat{\mathbf{p}} & =\mathbf{R}_{\alpha \beta} / R_{\alpha \beta}, \\
\hat{\mathbf{p}}^{\prime} & =\mathbf{R}_{\beta \sigma} / R_{\beta \sigma} . \tag{5.15}
\end{align*}
$$

Then, on multiplying both sides of Eq. (5.14b) by $c R_{\alpha \beta}^{2} d R_{\alpha \beta}$ and integrating along the line parallel to ( $-\hat{\mathbf{p}}$ ), we obtain (after some simplification)

$$
\begin{align*}
\mathbf{I}\left(\mathbf{z}_{\alpha}, \hat{\mathbf{p}}\right)=\mathbf{I}_{c} \delta_{\mathbf{k}, \hat{\mathbf{p}}} & +\int_{(-\hat{\beta})} R_{\alpha \beta}^{2} d R_{\alpha \beta}\left|G_{\alpha \beta}\right|^{2} \\
& \times \int d \Omega_{\hat{\mathbf{p}}^{\prime}} \mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right) \mathbf{I}\left(\mathbf{z}, \hat{\mathbf{p}}^{\prime}\right) . \tag{5.16}
\end{align*}
$$

Here we have set

$$
\begin{equation*}
\mathbf{M}(\alpha \beta, \beta \sigma) \equiv \mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right) \tag{5.17}
\end{equation*}
$$

an obvious change in notation in view of Eqs. (5.15).
At this point it is convenient to drop the $\alpha$ and $\beta$ labels in Eq. (5.16), replacing (say) $\mathbf{z}_{\alpha}$ by $\mathbf{x}$ and $z_{\beta}$ by $\mathbf{z}$. We may also use Eqs. (3.29) and (4.7) to set

$$
\begin{equation*}
\left|G_{\alpha \beta}\right|^{2}=\frac{1}{R^{2}} \exp \left[-\int_{z}^{\mathrm{x}} \frac{d s^{\prime}}{l\left(\mathbf{x}^{\prime}\right)}\right], \tag{5.18}
\end{equation*}
$$

where the path integral is taken along the straight line from $\mathbf{z}$ to $\mathbf{x}$. The final form of our integral equation is then seen to be

$$
\begin{align*}
\mathbf{I}(\mathbf{x}, \hat{\mathbf{p}})=\mathbf{I}_{c}(\mathbf{x}) \delta_{\hat{k}, \hat{\mathbf{p}}} & +\int_{(-\hat{\mathbf{p}})} d R \exp \left[-\int_{z}^{\mathbf{x}} \frac{d s^{\prime}}{l\left(\mathbf{x}^{\prime}\right)}\right] \\
& \times \int d \Omega_{\hat{\mathbf{p}}}, \mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right) \mathbf{I}\left(\mathbf{z}, \hat{\mathbf{p}}^{\prime}\right) \tag{5.19}
\end{align*}
$$

where $\hat{\mathbf{p}}$ is parallel to ( $\mathbf{x}-\mathbf{z}$ ) and the $R$ integral is taken along the line through $\mathbf{x}$ extending in the direction of ( $-\hat{\mathbf{p}}$ ).

## 6. DISCUSSION AND EXTENSION TO THE CASE OF ELLIPTICAL POLARIZATION

The derivation of the transport equation (5.19) has been one of the principal objectives of this paper. We shall not discuss here the most obvious generalizations of this equation, which include the use of curved ray paths and a series of higher-order correlations in $n(\mathbf{x})$ and $\mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right)$.

Differentiation of Eq. (5.19) along a path element $\delta s$ parallel to $\hat{\mathbf{p}}$ leads to the integro-differential equation

$$
\begin{equation*}
\frac{d \mathbf{I}(\mathbf{x}, \hat{\mathbf{p}})}{d s}=-\frac{1}{l(\mathbf{x})} \mathbf{I}+\int d \Omega_{\mathfrak{p}^{\prime}} \mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right) \mathbf{I}\left(\mathbf{x}, \hat{\mathbf{p}}^{\prime}\right) . \tag{6.1}
\end{equation*}
$$

This has the form of the familiar radiation transport equation, ${ }^{30}$ except for the specific quantities $l(\mathbf{x})$ and $\mathbf{M}\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right)$. The advantage of our derivation from the wave equation lies in the inclusion of some wave interference effects through the structure of $\mathbf{M}$ and $l$ and in the ease of generalizing Eq. (6.1).

Approximations (C1) and (C2) permit us to simplify Eq. (5.13) for M:
(ij| $\left.M\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right) \mid s t\right)$

$$
\begin{align*}
= & \frac{3}{8 \pi} \sigma_{T}[\rho(\mathbf{z})]^{2}\left[\hat{\mathbf{e}}_{\mathrm{p}}(i) \cdot \hat{\mathbf{e}}_{\mathbf{p}^{\prime}}(s) \hat{\mathbf{e}}_{\mathrm{p}}(j) \cdot \hat{\mathbf{e}}_{\mathbf{p}^{\prime}}(t)\right] \\
& \times \int d^{3} \operatorname{Rg}(\mathbf{z} ; R) \exp \left[\operatorname{in}_{1}(\mathbf{z}) k\left(\hat{\mathbf{p}}^{\prime}-\hat{\mathbf{p}}\right) \cdot \mathbf{R}\right], \tag{6.2}
\end{align*}
$$

where we have returned to the notation of Eqs. (2.2) and (2.3) for the ê's and

$$
\sigma_{T}=\frac{8 \pi}{3} r_{0}^{2}
$$

is the Thomson cross section. We note from Eq. (6.2) that $\mathbf{M}$ is real and that

$$
\begin{equation*}
\left(i j\left|M\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right)\right| s t\right)=\left(j i\left|M\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right)\right| t s\right) . \tag{6.3}
\end{equation*}
$$

In terms of $\mathbf{M}$ we can write the "scattering cross section of a correlation cell" as

$$
\begin{align*}
\Sigma\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right)= & \frac{1}{2 \rho} \sum_{i, t}\left(i i\left|M\left(\hat{\mathbf{p}}, \hat{\mathbf{p}}^{\prime}\right)\right| t t\right) \\
= & \rho(\mathbf{z}) \sigma_{T}\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right) \int d^{3} R g(\mathbf{z} ; R) \\
& \times \exp \left[i i_{\mathbf{1}}(\mathbf{z}) k\left(\hat{\mathbf{p}}^{\prime}-\hat{\mathbf{p}}\right) \cdot \mathbf{R}\right] \tag{6.4}
\end{align*}
$$

[^170]where $\sigma_{T}\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right)$ is defined by Eq. (2.21). Comparison with Eq. (4.7) shows that
\[

$$
\begin{equation*}
\rho(\mathbf{z}) \int d \Omega_{\hat{p}^{\prime}} \Sigma\left(\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}\right)=\frac{1}{l(z)}, \tag{6.5}
\end{equation*}
$$

\]

as is to be expected. Indeed, this result shows us that Eq. (6.1) is satisfied by a uniform distribution of randomly polarized light. That is,

$$
I_{i j}(\mathbf{x}, \mathbf{p})=\frac{1}{2} \delta_{i j} I_{0}
$$

where $I_{0}$ is a constant, provides a solution to the transport equation in the absence of a source. (Had we allowed for energy dissipation in the plasma, this conclusion would not, of course, be valid.)

Equation (5.19) is easily generalized to describe the incident radiation that has circular or elliptical polarization. To see this, let us introduce the unit vector $\hat{\mathbf{e}}(2)$, which is perpendicular to both $\hat{\mathbf{k}}$ and $\hat{\mathbf{e}}(1)$. Then, instead of Eq. (2.1), we write

$$
\begin{equation*}
\hat{\mathbf{e}}(j) \cdot \mathbf{E}_{I}(\mathbf{r})=E_{0}(j) e^{i \mathbf{k} \mathbf{r}}, \quad j=1,2 . \tag{6.6}
\end{equation*}
$$

Instead of Eq. (3.33), we have now

$$
\begin{equation*}
\hat{\mathbf{e}}(j) \cdot \mathbf{E}_{c}(\mathbf{x})=E_{0}(j) e^{i k S(\mathbf{x})} . \tag{6.7}
\end{equation*}
$$

The coherent intensity tensor is thus

$$
\begin{align*}
I_{c i j}(\mathbf{x}) & =e^{-2 k \operatorname{Im} S(\mathrm{x})} \frac{E_{0}^{*}(i) E_{0}(j)}{8 \pi} \\
& \equiv e^{-2 k \operatorname{Im} S(\mathrm{x}) I_{i j}^{(0)},} \tag{6.8}
\end{align*}
$$

where before we had $I_{i j}^{(0)}=\delta_{i 1} \delta_{j 1} \mathcal{S}_{0}$. Evidently,

$$
\begin{equation*}
\left[I_{i j}^{(0)}\right]^{*}=I_{j i}^{(0)} \tag{6.9}
\end{equation*}
$$

For the special case that $\hat{\mathbf{e}}(1)$ and $\hat{\mathbf{e}}(2)$ are parallel to the principal axes of the polarization ellipse, the phases of $E_{0}(1)$ and $E_{0}(2)$ differ by $\pi / 2$. In this case $I_{12}^{(0)}$ is pure imaginary.

Because $\mathbf{M}$ is real, Eq. (5.19) consists in general of four coupled real equations, even though our $L_{i j}$ 's are complex. It follows from Eqs. (6.9) and (6.3) that

$$
\begin{equation*}
\left[I_{i j}(\mathbf{x}, \hat{\mathbf{p}})\right]^{*}=I_{i i}(\mathbf{x}, \hat{\mathbf{p}}) \tag{6.10}
\end{equation*}
$$

Thus, four real quantities are required fully to specify the radiation. A common choice are the Stokes parameters, ${ }^{31}$ defined as

$$
\begin{align*}
I & \equiv I_{11}+I_{22}, \\
Q & \equiv I_{11}-I_{22},  \tag{6.11}\\
\frac{1}{2}(U-i V) & \equiv I_{12} .
\end{align*}
$$

(For the case discussed originally of plane polarized
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Fig. 4. Example of coherently interfering terms for backscatter.
light, $I_{12}$ is real and $V=0$.) Evidently, Eq. (5.19) can be written as four coupled, real equations for the four Stokes parameters.

Since Eq. (5.19) is a linear integral equation with real kernel, we can express its solutions in terms of a real transfer matrix [or resolvent kernel] ( $i j|T| s t$ ):

$$
\begin{equation*}
I_{i j}(\mathbf{x}, \hat{\mathbf{p}})=\sum_{s, t=1}^{2}(i j|T| s t) I_{s t}^{(0)} \tag{6.12}
\end{equation*}
$$

It follows from Eqs. (6.9) and (6.10) that

$$
\begin{equation*}
(i j|T| s t)=(j i|T| t s) \tag{6.13}
\end{equation*}
$$

It is evident that in the single-scattering approximation to Eq. (5.19), in which $\mathbf{I}\left(\mathbf{z}, \hat{\mathbf{p}}^{\prime}\right)$ is replaced by $I_{c} \delta_{\mathrm{k}, \mathfrak{p}^{\prime}}$ within the integrand, the scattering is given in the DWBA, and the expression (4.8) is again obtained for the scattering cross section.

## 7. RADAR BACKSCATTER

For the calculation of radar backscatter using the transport equation (5.19), a difficulty is encountered. ${ }^{32}$ To see how this arises and how it is to be resolved we must return to the original multiple scattering, Eqs. (3.32).

We first note that, for our definition of the polarization vectors,

$$
\begin{equation*}
\hat{\mathbf{e}}_{-q}(j)=(-1)^{j-1} \hat{\mathbf{e}}_{4}(j), \quad j=1,2 \tag{7.1}
\end{equation*}
$$

From this it follows that [see Eq. (3.7)]

$$
\begin{equation*}
f_{i i}(-\ell,-\hat{\mathbf{q}})=(-1)^{i+j} f_{i j}(\hat{\mathbf{q}}, \ell) \tag{7.2}
\end{equation*}
$$

To illustrate our problem, we consider the doublescattering approximation to the radar backscatter, using Eqs. (3.31) and (3.32). The source and receiver are supposed to be colocated at a large distance $r$ from the plasma, and scattering takes place from electrons $z_{1}$ and $z_{2}$. Figure 4 illustrates two sequences

[^172]of scatterings that contribute. For initial polarization component $s$ and final polarization component $t$, these are
$Q_{2}(t, s)=\sum_{j} \frac{e^{i k S_{r 2}}}{r} f_{t j}(-\hat{\mathbf{k}}, \hat{\ell}) \frac{e^{i k S_{21}}}{R_{21}} f_{j s}(\hat{\ell}, \hat{\mathbf{k}}) e^{i k S_{1 r}}$
and
\[

$$
\begin{equation*}
\tilde{Q}_{2}(t, s)=\sum_{j} \frac{e^{i k S_{r 1}}}{r} f_{t j}(-\hat{\mathbf{k}},-\hat{\ell}) \frac{e^{i k S_{12}}}{R_{12}} f_{j s}(-\hat{\ell}, \hat{\mathbf{k}}) e^{i k S_{\mathbf{2} r}} \tag{7.3b}
\end{equation*}
$$

\]

Here, for convenience, we have chosen the eikonal for the incident wave to vanish at the source [absorbing a phase factor into $E_{0}(s)$ ] and have taken the incident amplitude equal to unity. Evidently $Q_{2}$ and $\mathcal{Q}_{2}$ differ only by a reversal of propagation vectors.

On making use of Eq. (7.2), we see from the above that

$$
\begin{equation*}
\tilde{Q}_{2}(t, s)=(-1)^{t+s} Q_{2}(s, t) \tag{7.4}
\end{equation*}
$$

Now, on referring to Fig. 5, we see that, for a sequence of $n$ scatterings, there again exists a second set obtained by reversing all propagation vectors (only for backscatter can this be done). The corresponding contributions, corresponding to Eqs. (7.3), are
$Q_{n}(t, s)$
$=\sum_{j_{1}, \cdots j_{n-1}} \frac{e^{i k S_{r n}}}{r} f_{t j_{n-1}}\left(-\hat{\mathbf{k}}, \hat{\ell}_{n-1}\right) \cdots f_{j_{1} s}\left(\hat{\ell}_{1}, \hat{\mathbf{k}}\right) e^{i k S_{1 r} ;}$
$\tilde{Q}_{n}(t, s)$

$$
\begin{align*}
= & \sum_{j_{1},} \frac{e^{i k S_{n-1}}}{r} f_{t j_{1}}\left(-\hat{\mathbf{k}},-\hat{\ell}_{1}\right) \cdots \\
& \times f_{j_{n-1} s}\left(-\hat{\ell}_{n-1}, \hat{\mathbf{k}}\right) e^{i k S_{n r}} \tag{7.5b}
\end{align*}
$$

Again, using (7.2), we see that

$$
\begin{equation*}
\tilde{Q_{n}}(t, s)=(-1)^{t+s} Q_{n}(s, t) \tag{7.6}
\end{equation*}
$$

Evidently for the single scattering approximation, the two sequences of paths giving $\tilde{Q}_{1}$ and $Q_{1}$ are not


Fig. 5. Illustration of Eqs. (7.5a) and (7.5b).
distinct. For all higher sequences of scatterings, however, $\tilde{Q}_{n}$ and $Q_{n}$ are distinct.

Now, to obtain the backscattered intensity at large distance $r$, we introduce the backscatter transfer matrix $\mathfrak{C}$ :

$$
\begin{equation*}
I_{i j}(\mathbf{r},-\hat{\mathbf{k}})=\sum_{s, t}(i j|\mathscr{G}| s t) I_{s t}^{(0)} . \tag{7.7}
\end{equation*}
$$

Reference to Eqs. (3.10) and (3.11) shows that

$$
\begin{align*}
& (i j|\zeta| s t) \\
& \begin{aligned}
=\frac{1}{2} \sum_{n=2}^{\infty} N^{2 n}\left\langle\left[ Q_{n}(i, s)+\right.\right. & \left.\left.\tilde{Q}_{n}(i, s)\right]^{*}\left[Q_{n}(j, t)+\widetilde{Q}_{n}(j, t)\right]\right\rangle \\
& +N^{2}\left\langle Q_{1}^{*}(i, s) Q_{1}(j, t)\right\rangle, \quad(7.8)
\end{aligned} \tag{7.8}
\end{align*}
$$

disregarding numerical factors and suppressing reference to electron coordinates. [Note that cross terms of the form $Q_{n}^{*} Q_{n}$ appearing in Eq. (3.11) do not contribute, since the $Q$ 's now refer to Eqs. (3.32) rather than (3.4).] The factor of one-half appears in (7.8) because, on integrating over all coordinates and keeping both sets of paired graphs [as in Fig. (5)], we count every scattering twice. Also, in Eq. (7.8) we have explicitly taken account of the observation that, for one scattering only, the duplicate graph does not occur.

The transfer matrix $T$ of Eq. (6.13) (defined for other than backscatter) is evidently expressed as

$$
\begin{equation*}
(i j|T| s t)=\sum_{n=1}^{\infty} N^{2 n}\left\langle Q_{n}^{*}(i, s) Q_{n}(j, t)\right\rangle . \tag{7.9}
\end{equation*}
$$

This and the relations (7.6) let us write (7.8) in the form

$$
\begin{align*}
(i j|\mathfrak{C}| s t)= & (i j|T| s t)+\frac{1}{2}\left[(-1)^{i+s}(s j|T| i t)\right. \\
& \left.+(-1)^{j+t}(i t|T| s j)\right] \\
& -\frac{1}{2}\left[(-1)^{i+s}(s j \mid T(\text { s.c. }) \mid i t)\right. \\
& \left.+(-1)^{i+t}(i t \mid T(\text { s.c. }) \mid s j)\right] . \tag{7.10}
\end{align*}
$$

Here $\mathbf{T}$ (s.c.) is the expression for $\mathbf{T}$ in the approxima-
tion that only a single scattering is kept. From Eq. (5.19) we see that this is (for backscatter)
$\mathbf{T}($ s.c. $)=\int_{\mathbf{k}} d R \exp \left[-2 \int_{z}^{\mathbf{r}} \frac{d s^{\prime}}{l\left(\mathbf{x}^{\prime}\right)}\right] \times \mathbf{M}(-\hat{\mathbf{k}}, \hat{\mathbf{k}})$.
For calculating radar backscatter we must use the transfer matrix $\mathfrak{C}$ of Eq. (7.10). For calculating scattered radiation in all directions, except within the cone with axis parallel to $\hat{k}$ and cone angle of order $\left(k R_{c}\right)^{-1}$, we use the transfer matrix (6.12). For nonbackscatter within this excluded cone, Eq. (7.10) must be modified by certain diffraction form factors.

The use of curved-ray paths and the extension to higher-order correlations will be described in subsequent publications.

Before concluding, we note the work of Keller ${ }^{33}$ on wave propagation in media having a fluctuating refractive index. The fluctuations are assumed to have amplitudes characterized by a small parameter, and ensemble averages are formed to calculate both the wave amplitude and two-point correlation function. A transport equation is derived for the latter.
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#### Abstract

This paper considers the determination of $N$-representability (for diagonal elements) of $p$-density matrices restricted to certain finite-dimensional subspaces of $I_{2}$ of the configuration space of $N$ identical antisymmetric particles. In particular, an arbitrary set of $N+p$ spin orbitals is selected and one considers the $\left({ }^{N}+\boldsymbol{p}\right)$-dimensional subspace generated by all possible Slater determinants of the spin orbitals being considered. Applying a combinatorial approach to the problem, a necessary and sufficient set of conditions is determined; previous work has dealt only with necessary conditions, except in the 1-matrix case. The paper concludes by presenting a probabilistic interpretation of these conditions which seems of particular interest for the 2-matrix case. The conditions presented here in combination with the Pauli principle give a probabilistic view of the expected occupation of $p$-tuples of spin orbitals in terms of the expected occupations of lower-order-tuples of spin orbitals.


## I. INTRODUCTION

According to well-known physical theory, ${ }^{1}$ given a system of $N$ identical antisymmetric particles with coordinates $x_{1}, x_{2}, \cdots, x_{N}$, where each $x_{i}$ is a combination of a space coordinate $r_{i}$ from $R^{3}$ and a spin coordinate $s_{i}$ from $Z_{2}$, the system's physical situation is described by the wavefunction

$$
\Psi\left(x_{1}, x_{2}, x_{3}, \cdots, x_{N}\right) .
$$

This function is antisymmetric and normalizable.
If $\Omega_{o p}$ is a Hermitian operator representing a physical quantity associated with the system, it may be expanded as

$$
\begin{equation*}
\Omega_{o p}=\Omega_{(0)}+\sum_{i} \Omega_{i}+\frac{1}{2!} \sum_{i j}^{\prime} \Omega_{i j}+\frac{1}{3!} \sum_{i j k}^{\prime} \Omega_{i j k}+\cdots, \tag{1}
\end{equation*}
$$

where the $n$th term is an $(n-1)$-particle operator and the prime on the summation indicates that only terms in which all indices are distinct are summed.

In order to determine the average value of this quantity $\left\langle\Omega_{o p}\right\rangle_{\mathrm{av}}$, in the situation given by a normalized wavefunction $\Psi$, density matrices may be introduced. The $p$-density matrix or, more simply, the $p$ matrix, is defined by

$$
\begin{align*}
& \Gamma^{(p)}\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{p}^{\prime} \mid x_{1} x_{2} \cdots x_{p}\right) \\
& =\binom{N}{p} \int \Psi^{*}\left(x_{1}^{\prime}, x_{2}^{\prime}, \cdots, x_{p}^{\prime}, x_{p+1}, \cdots, x_{N}\right) \\
& \times \Psi\left(x_{1}, \cdots, x_{N}\right) d x_{p+1} \cdots d x_{N} . \tag{2}
\end{align*}
$$

Then,

$$
\begin{align*}
\left\langle\Omega_{o p}\right\rangle_{\mathrm{av}}= & \Omega_{(0)}+\int \Omega_{1} \Gamma^{(1)}\left(x_{1}^{\prime} \mid x_{1}\right) d x_{1} \\
& +\int \Omega_{12} \Gamma^{(2)}\left(x_{1}^{\prime} x_{2}^{\prime} \mid x_{1} x_{2}\right) d x_{1} d x_{2}+\cdots . \tag{3}
\end{align*}
$$

[^174]By expanding the operator in this way, we can greatly simplify a computation of an approximation of its value.
In general, density matrices are bounded linear operators, of trace class, which satisfy the following conditions:
(i) they are Hermitian;
(ii) they are antisymmetric;
(iii) they satisfy the equation

$$
\begin{align*}
& \Gamma^{(p-1)}\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{p-1}^{\prime} \mid x_{1} x_{2} \cdots x_{p-1}\right)=\frac{p}{N+1-p} \\
& \quad \times \int \Gamma^{(p)}\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{p-1}^{\prime} x_{p} \mid x_{1} x_{2} \cdots x_{p-1} x_{p}\right) d x_{p} . \tag{4}
\end{align*}
$$

However, in order for the expansion given by (3) to have physical significance, the matrices used in the computation must, in addition, satisfy the condition of $N$-representability. ${ }^{2,3}$ The purpose of this paper is to derive complete conditions for the $N$-representability of the diagonal elements of projections of $p$ matrices into certain finite-dimensional subspaces of $l_{2}$ of the configuration space of a fermion system.

## II. $N$-REPRESENTABILITY

A $p$ matrix $\Gamma^{(p)}\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{p}^{\prime} \mid x_{1} x_{2} \cdots x_{p}\right)$ is said to be $N$-representable if there exists some normalized antisymmetric wavefunction $\Psi$ of $N$ particles, such that $\Gamma$ and $\Psi$ satisfy Eq. (2).
As several authors have described, ${ }^{1,3.4}$ in order to facilitate an investigation of density matrices, a countable set of single particle functions $f_{i}(x), i=$ $1,2,3, \cdots$, may be selected. This set is complete, orthonormal, and is such that any normalizable

[^175]single-particle function $f(x)$ may be expanded as
$$
f(x)=\sum_{i} f_{i}(x) c_{i}, \quad c_{i}=\int f\left(x_{1}\right) f_{i}^{*}\left(x_{1}\right) d x_{1}
$$

Using these "spin orbitals," as such functions are called, any normalizable wavefunction for $N$ particles $\Psi\left(x_{1}, x_{2}, \cdots, x_{N}\right)$ may be written as

$$
\begin{equation*}
\Psi=\sum_{K} C_{K} D_{K} \tag{5}
\end{equation*}
$$

where $K$ runs over all possible sets of $N$ indices chosen from the natural numbers and, when $K=\left\{k_{1}, k_{2}, \cdots\right.$, $\left.k_{N}\right\}$,

$$
\begin{align*}
C_{K}= & \int \Psi\left(x_{1}, x_{2}, \cdots, x_{N}\right) \\
& \times f_{k_{1}}^{*}\left(x_{1}\right) \cdots f_{k_{N}}^{*}\left(x_{N}\right) d x_{1} d x_{2} \cdots d x_{N} \tag{6}
\end{align*}
$$

and $D_{K}$ is the Slater determinant

$$
(N!)^{-\frac{1}{2}}\left|\begin{array}{cccc}
f_{k_{1}}\left(x_{1}\right) & f_{k_{1}}\left(x_{2}\right) & \cdots & f_{k_{1}}\left(x_{N}\right)  \tag{7}\\
f_{k_{2}}\left(x_{1}\right) & f_{k_{2}}\left(x_{2}\right) & \cdots & f_{k_{2}}\left(x_{N}\right) \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
f_{k_{N}}\left(x_{1}\right) & f_{k_{N}}\left(x_{2}\right) & \cdots & f_{k_{N}}\left(x_{N}\right)
\end{array}\right|
$$

In addition, the normalization condition

$$
\sum_{K}\left|C_{K}\right|^{2}=\int|\Psi|^{\prime} d x_{1} d x_{2} \cdots d x_{N}
$$

is satisfied.
For purposes of actually carrying.out a computation as in (3), it is usually necessary to select a finite set of $M$ spin orbitals. Löwdin ${ }^{1}$ discusses the problem of choosing the set of $M$ spin orbitals which make the expression given by (5) best approximate the full expansion of the wavefunction, where the sets $K$ are now restricted to the indices of the functions selected.

If $f_{i}, i=1,2,3, \cdots, M$, is the set of spin orbitals chosen, then the $N$-representability problem can be asked for $p$ matrices and wavefunctions expanded only on the subspace of $l_{2}$ of the configuration space spanned by all possible Slater determinants of these finitely many functions. From the defining properties of density matrices (4), they may actually be written as matrices on such finite-dimensional subspaces. For a $p$ matrix $\Gamma^{(p)}$, Löwdin ${ }^{5}$ considers the diagonal elements
$L_{i_{1} i_{z} \cdots i_{p}}=\int g_{i_{1} \cdots i_{p}}^{*} \Gamma^{(p)} g_{i_{1} \cdots i_{p}} d x_{1} \cdots d x_{p} d x_{1}^{\prime} \cdots d x_{p}^{\prime}$,

[^176]where $g_{i_{1} \cdots i_{p}}$ is the $p \times p$ Slater determinant of the spin orbitals $f_{i_{1}}, \cdots, f_{i_{p}}$ and the variables $x_{1}, \cdots, x_{p}$. He shows that, if $\Psi$ is an $N$-particle wavefunction, expanded as in (5), satisfying (6) and (7), and $\Gamma$ is the $p$ matrix associated with $\Psi$ by Eq. (2), then
\[

$$
\begin{equation*}
L_{i_{1} \cdots i_{D}}=\sum_{K\left(i_{1}, \cdots, i_{i}, K\right)}\left|C_{K}\right|^{2} . \tag{9}
\end{equation*}
$$

\]

Conversely, given a $p$ matrix $\Gamma$, if one could choose a set of $C_{K}$ such that for all $i_{1}, \cdots, i_{p}$, condition (9) is satisfied and, in addition, the normalization condition

$$
\begin{equation*}
\sum_{K}\left|C_{K}\right|^{2}=1 \tag{10}
\end{equation*}
$$

holds, then the diagonal elements of $\Gamma$ and the wavefunction $\Psi$ constructed from these $C_{K}$ using (5) should satisfy (2). Thus, the $N$-representability problem for diagonal elements is to find a set of $C_{K}$ satisfying (9) and (10).

## III. COMBINATORIAL FORMULATIONS OF $N$-REPRESENTABILITY

One may now consider the following combinatorial problem:

Let $K$ be an arbitrary subset of $N$ distinct indices $\left\{i_{1}, \cdots, i_{N}\right\}$ chosen from $\{1,2,3, \cdots, M\}$. Let the constants
$y_{i_{1} \cdots i_{p}} \geq 0$, for all $1 \leq i_{1}<i_{2}<\cdots<i_{p} \leq M$, and

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{p} \leq M} y_{i_{1} \cdots i_{n}}=1 \tag{11}
\end{equation*}
$$

be given. Under what conditions do the equations

$$
\begin{equation*}
\sum_{K\left(i_{1}, \cdots, i_{p} \in K\right)} t_{K}=y_{i_{1} \cdots i_{p}}, \quad 1 \leq i_{1}<\cdots<i_{p} \leq M \tag{12}
\end{equation*}
$$

have a nonnegative solution for the $t_{K}$ ?
By setting

$$
y_{i_{1} \cdots i_{\mathrm{y}}}=\binom{N}{p}^{-1} L_{i_{1} \cdots i_{3}}
$$

and

$$
\begin{equation*}
t_{K}=\binom{N}{p}^{-1}\left|C_{K}\right|^{2} \tag{13}
\end{equation*}
$$

it is clear that this problem is equivalent to the problem of the $N$-representability of diagonal elements as presented at the end of the last section.

There are several other combinatorial problems which are equivalent to the solvability problem presented above. ${ }^{6}$ However, this formulation was chosen because of its comparative ease of solution.

[^177]
## IV. A SOLUTION FOR THE SOLVABILITY PROBLEM

In this section, necessary and sufficient conditions will be given for the solvability problem with $M=$ $N+p$. In order to find these conditions, we use the theorem that a system of linear equations either has a nonnegative solution or there is a vector in the polar cone of the cone generated by the system which makes a positive inner product with the vector of values of the original system of equations. ${ }^{7}$

For the problem at hand, this may be stated as:
Either the system of equations (12) has a nonnegative solution, or there exists a vector $W=$ $\left(w_{i_{1}} \cdots i_{p}\right), 1 \leq i_{1}<\cdots<i_{p} \leq M$, such that

$$
\begin{equation*}
\sum_{i_{1}, \cdots, i_{\nu} \in K} w_{i_{1} \cdots i_{\nu}} \leq 0, \quad \text { for all } K \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{p} \leq M} w_{i_{1} \cdots i_{p}} y_{i_{1} \cdots i_{3}}>0 . \tag{15}
\end{equation*}
$$

The system of $\binom{M}{p}$ inequalities given by (14), defined on the $\binom{M}{p}$ variables $w_{i_{1}} \ldots i_{p}$, defines a cone $C$. If we can find, for each of these inequalities, a vector $W^{K}$ that satisfies that inequality strictly and the other inequalities as equations, then these are a complete set of extreme rays for the cone.

In the following, $|K|$ denotes the order of the set $K$.

## Lemma: If

$$
\begin{align*}
& w_{p-j}=(-1)^{j+1}(p-j)!\prod_{k=0}^{j-1}(M-2 p+k) \\
& \qquad \text { for } j=0,1, \cdots, p, \tag{16}
\end{align*}
$$

then if $0 \leq h \leq q<p$,

$$
\begin{aligned}
& A(-1)^{h-1} \prod_{j=0}^{q-h+1}(M-2 p-j)\binom{q-1}{h-2} \prod_{k=1}^{h-2}(M-2 p+k) \\
& \quad+\sum_{i=h-1}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i} \\
& =A(-1)^{h} \prod_{j=0}^{q-h}(M-2 p-j)\binom{q-1}{h-1} \prod_{k=1}^{h-1}(M-2 p+k) \\
& \quad+\sum_{i=h}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i}
\end{aligned}
$$

where

$$
A=\prod_{r=0}^{p-q-1}(M-p-q-r)
$$

Proof: The expression on the left above is equal to

$$
\begin{aligned}
& A(-1)^{h-1} \prod_{j=0}^{q-h+1}(M-2 p-j)\binom{q-1}{h-2} \prod_{k=1}^{n-2}(M-2 p+k) \\
&+\binom{M-p-q}{p-h+1}\binom{q}{h-1} w_{p-(h-1)} \\
&+\sum_{i=h}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i} \\
&=A\left[\begin{array}{l}
(-1)^{h-1} \prod_{j=0}^{q-h+1}(M-2 p-j)\binom{q-1}{h-2} \\
\\
\quad \times \prod_{k=1}^{h-2}(M-2 p+k) \\
\\
\quad+(-1)^{n} \prod_{j=0}^{q-h}(M-2 p-j)\binom{q}{h-1} \\
\left.\quad \times \prod_{k=0}^{h-2}(M-2 p+k)\right] \\
\\
\quad+\sum_{i=h}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i} \\
=A(-1)^{h} \prod_{j=0}^{q-h}(M-2 p-j) \\
\\
\quad \times \frac{(q-1)(q-2) \cdots(q-h+2)}{(q-1)!} \\
\quad \times \prod_{k=1}^{h-2}(M-2 p+k) \\
\quad \times\{q(M-2 p)-(h-1)[M-2 p-(q-h+1)]\} \\
\quad+\sum_{i=h}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i},
\end{array}\right.
\end{aligned}
$$

which is equal to the expression on the right in the statement of the lemma.
Q.E.D.

Theorem 1: If $w_{p-j}$ is defined as in (16), then the extreme rays of $C$ are given by $W^{K}=\left(w_{i_{1}}^{K} i_{i_{p}}\right)$, $1 \leq i_{1}<\cdots<i_{p} \leq M$, where
$w_{i_{1} \cdots i_{p}}^{K}=w_{p-j}$ if $\left|\left\{i_{1}, \cdots, i_{p}\right\} \cap K\right|=p-j$.
Proof: Let $K^{\prime}$ be an arbitrary set of $N$ indices. Then, if $K^{\prime}=K$,

$$
\begin{aligned}
\sum_{i_{1}, \cdots, i_{\nu} \in K^{\prime}} w_{i_{1} \cdots i_{p}}^{K} & =\binom{M-p}{p} w_{p} \\
& =-\binom{M-p}{p}(p!)<0
\end{aligned}
$$

If $K^{\prime} \neq K$, then, $\left|K^{\prime} \cap K\right|=M-p-q$ where $q>0$. Taking the sum we have

$$
\sum_{i_{1}, \cdots, i_{p} \in K^{\prime}} w_{i_{1} \cdots i_{p}}^{K}=\sum_{i=0}^{q}\binom{M-p-q}{p-i}\binom{q}{i} w_{p-i}
$$

But, by applying the lemma $q$ times, we have

$$
\begin{aligned}
& \sum_{i_{1}, \cdots, i_{p} \in K^{\prime}} w_{i_{1}}^{K} \cdots i_{p}=A(-1)^{q}(M-2 p) \\
& \quad \times \prod_{k=1}^{q-1}(M-2 p+k)+\binom{M-p-q}{p-q} w_{p-q} \\
& =A\left[(-1)^{q}(M-2 p) \prod_{k=1}^{q-1}(M-2 p+k)\right. \\
& \left.\quad+(-1)^{q+1} \prod_{k=0}^{q-1}(M-2 p+k)\right]=0
\end{aligned}
$$

Thus, for each $W^{K}$,

$$
\sum_{i_{1}, \cdots, i_{p} \in K} w_{i_{1}}^{K} \cdots i_{p}<0
$$

and, for all $K^{\prime} \neq K$,

$$
\sum_{i_{1}, \cdots, i_{p} \in K^{\prime}} w_{i_{1} \cdots i_{p}}^{K}=0
$$

Therefore, the $W^{K}$ are a complete set of extreme rays.
Q.E.D.

Since the $W^{K}$ are a complete set of extreme rays for $C$, we have

$$
C=\left\{W \mid W=\sum_{K} a_{K} W^{K}, \quad \text { where } \quad a_{K} \geq 0\right\}
$$

Then, for a vector $Y=\left(y_{i_{1} \cdots i_{p}}\right), 1 \leq i_{1}<\cdots<$ $i_{p} \leq M$, and $y_{i_{1}} \cdots_{i p} \geq 0$, for all $i_{1}, \cdots, i_{p}$, then $W Y \leq 0$ for all $W \in C$ if and only if $W^{K} Y \leq 0$ for all $K$. So we have the following:

Theorem 2: With $K$ as in the statement of the solvability problem in Sec. III and $Y$ satisfying (11), the system of equations (12) has a nonnegative solution if and only if

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{p} \leq M} w_{i_{1} \cdots i_{p}}^{K} y_{i_{1} \cdots i_{p}} \leq 0, \text { for all } K \tag{18}
\end{equation*}
$$

where $w_{i_{1}}^{K} \cdots i_{\nu}$ is defined as in (17).
Proof: By the theorem quoted at the beginning of this section, the system of equations given by (12) has a nonnegative solution if and only if for all $W \in C$, $W Y \leq 0$. But, this is if and only if $W^{K} Y \leq 0$ for all $K$, which is the condition given by (18).
Q.E.D.

## V. CONCLUSIONS

We may now return to the $N$-representability problem as it is formulated at the end of Sec. II and apply the results obtained in Sec. IV. By applying (13), given a $p$ matrix $\Gamma^{(p)}$, and applying (8), if $M=$ $N+p$, then the diagonal elements of $\Gamma^{(p)}$ are $N$ representable if and only if the following conditions hold:

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{p} \leq M} w_{i_{1} \cdots i_{p}}^{K} L_{i_{1} \cdots i_{y}} \leq 0, \text { for all } K \tag{19a}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{p} \leq M} L_{i_{1} \cdots i_{p}}=\binom{N}{p} \tag{19b}
\end{equation*}
$$

where $w_{i_{1} \cdots i_{1}}^{K}$ is as in (17).
This provides a complete solution for the $N$ representability of the diagonal elements of a $p$ density matrix restricted to an $\binom{N+p}{p}$-dimensional subspace of $l_{2}$ of the configuration space of the particles. These subspaces are those generated by an arbitrary set of $N+p$ spin orbitals.

One interpretation of conditions (19) can be given in terms of particles filling spin orbitals. From this point of view, for a $p$ matrix, there are $N$ particles and $N+p$ positions, each of which can hold one particle. Then, $L_{i_{1} \cdots i_{p}}$ is viewed as the product of the total number of $p$-tuples of particles and the probability that the spin orbitals $i_{1}, \cdots, i_{p}$ are all filled by a particular $p$-tuple of particles. More simply, $L_{i_{1}} \cdots i_{p}$ is just the expected number of $p$-tuples of particles which lie in the $p$-tuple of spin orbitals $i_{1}, \cdots, i_{p}$. The Pauli principle states that this value lies between zero and one.

As an example of the form that conditions (19) now take, we consider the 2 -matrix case (i.e., $p=2$ ). Then (19b) becomes

$$
\sum_{1 \leq i_{1}<i_{2} \leq N+2} L_{i_{1} i_{2}}=\binom{N}{2}
$$

which simply states that the sum, over all pairs of spin orbitals, of the expected number of pairs of particles lying in a pair of spin orbitals is equal to the total number of pairs of particles.

By applying (19b), and (iii) of Sec. I [Eq. (4)], condition (19a) may be written as

$$
L_{i_{1} i_{2}} \geq L_{i_{1}}+L_{i_{2}}-1
$$

for all $i_{1}, i_{2}$. That is, the expected number of pairs of particles lying in a pair of spin orbitals is greater than or equal to the sum of the expected number of particles in each separate spin orbital minus one. This condition means that if both members of a pair have a large expectation of being filled by individual particles, then the pair of spin orbitals has a large expectation of being filled by a pair of particles. Similar interpretations in terms of expected occupancy can be derived for all $p$ matrices.

If one chooses $N+k$ spin orbitals, where $0 \leq k<$ $p$, and asks the $N$-representability question for a $p$ matrix, some results have already been obtained. The full solution for these cases seems well within reach using the techniques applied to the case $M=$ $N+p$. We plan to present a detailed solution to all of these cases in the near future.
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#### Abstract

The level density of a degenerate Fermi system is modified by the perturbation in the position of a single-particle level. To study this effect, miscellaneous exact relations between the level densities of the perturbed and unperturbed system are derived. For the special case of the perturbed uniform model, these connections become a set of recursion relations which lead to a complete solution of the problem. Results are also obtained in the saddle-point approximation, and these have a simple interpretation in terms of the usual Fermi occupation probabilities. If a single-particle level is deleted from the scheme, the resultant diminution in the level density persists indefinitely with increasing excitation energy. Information about the adequacy of the saddle-point approximation is obtained by comparison with some exact solutions.


## 1. INTRODUCTION

Out of Bethe's ${ }^{1}$ original estimate of the nuclear level density on the basis of the Fermi-gas model arose a now classical problem in mathematical physics which in its simplest form may be characterized as follows: Given a set of single-particle levels $\epsilon_{0}$, $\epsilon_{1}, \epsilon_{2}, \cdots$, which may be called the "structure" of the system, how does the density of levels depend upon the details of this structure?
Van Lier and Uhlenbeck ${ }^{2}$ showed that asymptotically the most important parameter pertaining to the structure is the average density of single-particle levels in the vicinity of the Fermi energy. The most comprehensive treatment of the problem is in the work of Bloch, ${ }^{3}$ where it is shown that the saddlepoint approximation is quite adequate for deriving the dependence of the level density on finer details of the structure, and many interesting results are obtained on the basis of a level scheme of considerable generality.

A useful supplement to Bloch's study has been to consider more specialized energy-level schemes for which the saddle-point approximation yields results in a closed form. ${ }^{4-6}$ Occasionally the study of these schematic models has led to at least a partial under-

[^178]standing of the effects arising from various distinctive features of the independent-particle model of the nucleus, such as shell structure, gaps, etc. ${ }^{7-10}$
One class of models for which a particularly neat result could be obtained consists of the "periodic" single-particle level schemes, i.e., schemes in which the pattern of levels repeats over and over again. ${ }^{6}$ If a periodic pattern is modified in such a way that the resulting level scheme is again periodic with the density of single-particle levels kept fixed, then the net effect on the level density of the system merely amounts to an additive correction to the excitation energy in the standard formulas. As a result, the dependence of the level density on the details of the periodic pattern, while significant up to considerable energies, eventually disappears asymptotically.

In this paper we illustrate the effects of a nonperiodic perturbation of a single-particle level scheme. For this purpose it is sufficient to study in detail the effects produced by the shift in the position of one single-particle level, although the methods are applicable also in more general cases. We find that the effects produced by a nonperiodic perturbation usually go beyond producing merely an additive correction to the energy. Furthermore, the resultant modifications in the level may persist indefinitely with increasing excitation energy.

[^179]In Sec. 2 we derive some exact relations between the level densities for the unperturbed and perturbed level schemes. In the case of the perturbed uniform model, these considerations lead to an exact solution of the problem by means of recursion relations. In Sec. 3 the level density is discussed in the usual saddlepoint approximation, the adequacy of which may be judged by comparison with the exact results obtained for the perturbed uniform model. Section 4 deals with a generalization in which the independentparticle levels may be occupied by more than one particle. Concluding remarks are contained in Sec. 5.

## 2. EXACT RELATIONS

## A. Definitions and Notation

We introduce an unperturbed (reference) system consisting of $N$ independent fermions which occupy the single-particle level scheme $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \cdots$. The Fermi level is given by $\epsilon_{N-1}$, the zero-point energy is denoted by $E_{0}$, an arbitrary energy value of the combined system of particles by $E$, and the excitation energy $Q \equiv E-E_{0}$. Let the number of states of energy $E$ be denoted by $C(N, E)$.

Next we define a perturbed system in which the $N$ independent fermions occupy a level scheme that differs from the above reference scheme in that one single-particle level, say $\epsilon_{i}$, is shifted to an arbitrary position $\epsilon_{s}$ (which may or may not coincide with a level of the reference scheme). It should be noted that the Fermi level and the value of the zero-point energy will only in certain special cases remain the same as in the reference system. This dependence on the details of the perturbation $\epsilon_{i} \rightarrow \epsilon_{s}$ will play a considerable role in what follows. In the perturbedlevel scheme of the $N$-particle system, let $C\left(N, E ; \epsilon_{i}, \epsilon_{s}\right)$ denote the number of states of energy $E$.

A particular case of a level shift of the above type is one in which a level of the reference scheme is deleted altogether. Such a deletion creates a gap in the reference scheme. The number of states for this case is denoted by $C\left(N, E ; \epsilon_{i}, \infty\right)$. Another situation is one in which a level is added to the reference scheme, and the number of states is denoted by $C\left(N, E ; \infty, \epsilon_{s}\right)$.

## B. Arbitrary Single-Particle Schemes

We now develop connections between the density of states in the reference system and that in the perturbed system. The results facilitate discussion of a variety of schemes. We use the method of generating functions to enumerate the number of states; explicitly for the reference system, one has ${ }^{1}$

$$
\begin{equation*}
\sum_{N^{\prime}, E^{\prime}} C\left(N^{\prime}, E^{\prime}\right) x^{N^{\prime}} y^{E^{\prime}}=\prod_{j}\left(1+x y^{\epsilon_{j}}\right) \tag{1}
\end{equation*}
$$

Similarly for the perturbed system, the number of states is given by

$$
\begin{align*}
& \sum_{N^{\prime}, K^{\prime}} C\left(N^{\prime}, E^{\prime} ; \epsilon_{i}, \epsilon_{s}\right) x^{N^{\prime}} y^{E^{\prime}} \\
&=\prod_{j}\left(1+x y^{\epsilon_{s}}\right) \cdot \frac{\left(1+x y^{\epsilon_{i}}\right)}{\left(1+x y^{\epsilon_{i}}\right)} \tag{2}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{N^{\prime}, E^{\prime}} C\left(N^{\prime}, E^{\prime} ; \epsilon_{i}, \infty\right) x^{N^{\prime}} y^{E^{\prime}} \\
&=\prod_{j}\left(1+x y^{\epsilon_{j}}\right) \cdot \frac{1}{\left(1+x y^{\epsilon_{i}}\right)} \tag{3}
\end{align*}
$$

Then one can establish connections between the various systems by, for example, multiplying Eq. (3) through by ( $1+x y^{\epsilon_{i}}$ ), comparing like terms, and observing that

$$
\begin{align*}
C\left(N, E ; \epsilon_{i}, \infty\right)+C\left(N-1, E-\epsilon_{i},\right. & \left.\epsilon_{i}, \infty\right) \\
& =C(N, E) \tag{4}
\end{align*}
$$

Similarly, multiplying Eq. (3) by $\left(1+x y^{\epsilon_{4}}\right)$ yields

$$
\begin{align*}
C\left(N, E ; \epsilon_{i}, \infty\right)+C(N-1, & \left.E-\epsilon_{s} ; \epsilon_{i}, \infty\right) \\
& =C\left(N, E ; \epsilon_{i}, \epsilon_{s}\right) . \tag{5}
\end{align*}
$$

## C. Degenerate Systems

For the remainder of this work we restrict our discussion to degenerate systems, i.e., to excitation energies $Q<\left|\epsilon_{N-1}-\epsilon_{0}\right|$. For a degenerate system, a little reflection shows that the density of states for a given level scheme can depend only on the position of the Fermi level in the scheme and on the excitation energy. We express this property of degenerate systems, for example for the reference system, by introducing the function $\sigma$ defined by

$$
\begin{equation*}
\sigma\left(\epsilon_{N-1}, Q\right)=C(N, E) \tag{6}
\end{equation*}
$$

A similar relationship holds, of course, for the perturbed system, and we write

$$
\begin{equation*}
\sigma\left(\tilde{\epsilon}_{F}, \tilde{Q} ; \epsilon_{i}, \epsilon_{\mathfrak{s}}\right)=C\left(N, E ; \epsilon_{i}, \epsilon_{\mathfrak{s}}\right) . \tag{7}
\end{equation*}
$$

In the above, $\tilde{\epsilon}_{F}$ and $\tilde{Q}$ denote respectively the Fermi level and excitation energy of the perturbed system which correspond to the values of $N$ and $E$. Let $E_{0}$ denote the zero-point energy of the perturbed system; then $Q \equiv E-E_{0}$.

We shall now illustrate how Eq. (4) of Sec. 2B may, for degenerate systems, be written in terms of the $\sigma$ function. Careful attention must be paid to the dependence of $\epsilon_{F}$ and $E_{0}$ on $\epsilon_{i}$ and $\epsilon_{s}$. Consider, for example, the transcription of Eq. (4) for the case $\epsilon_{i} \leq \epsilon_{N-1}, \epsilon_{s}=\infty$. For a system perturbed by the
deletion of one single-particle level,

$$
\begin{aligned}
\text { number of states } & =C\left(N, E ; \epsilon_{i}, \infty\right), \\
\text { Fermi level } & =\epsilon_{N}, \\
\text { zero-point energy } & =E_{0}+\epsilon_{N}-\epsilon_{i}, \\
\text { excitation energy } & =\left(Q+E_{0}\right)-\left(E_{0}+\epsilon_{N}-\epsilon_{i}\right) \\
& =Q-\epsilon_{N}+\epsilon_{i} .
\end{aligned}
$$

For the system of $N-1$ particles,

$$
\begin{aligned}
\text { number of states } & =C\left(N-1, E-\epsilon_{i} ; \epsilon_{i}, \infty\right) \\
\text { Fermi level } & =\epsilon_{N-1}, \\
\text { zero-point energy } & =E_{0}-\epsilon_{i}, \\
\text { excitation energy } & =\left(Q+E_{0}-\epsilon_{i}\right)-\left(E_{0}-\epsilon_{i}\right) \\
& =Q .
\end{aligned}
$$

For the reference system,

$$
\begin{aligned}
\text { number of states } & =C(N, E), \\
\text { Fermi level } & =\epsilon_{N-1}, \\
\text { zero-point energy } & =E_{0}, \\
\text { excitation energy } & =Q .
\end{aligned}
$$

In view of Eqs. (6) and (7) and the above information, Eq. (4) may be written

$$
\begin{align*}
\sigma\left(\epsilon_{N}, Q-\epsilon_{N}+\epsilon_{i} ;\right. & \left.\epsilon_{i}, \infty\right)+\sigma\left(\epsilon_{N-1}, Q ; \epsilon_{i}, \infty\right) \\
& =\sigma\left(\epsilon_{N-1}, Q\right), \quad \epsilon_{i} \leq \epsilon_{N-1} . \tag{8}
\end{align*}
$$

Similarly, one can show that

$$
\begin{align*}
\sigma\left(\epsilon_{N-1}, Q ; \epsilon_{i}, \infty\right)+ & \sigma\left(\epsilon_{N-2}, Q+\epsilon_{N-1}-\epsilon_{i} ; \epsilon_{i}, \infty\right) \\
& =\sigma\left(\epsilon_{N-1}, Q\right), \quad \epsilon_{i}>\epsilon_{N-1} . \tag{9}
\end{align*}
$$

Many other relations of this kind may be obtained in a similar fashion.

## D. Perturbed Uniform Model

Let us now consider a further specialization in which the reference system consists of the uniform scheme of single-particle levels $0,1,2, \cdots$. For such a degenerate system, the density of states can be shown to be independent of the position of the Fermi level and depends only on the excitation energy. That is, we have the translational invariance

$$
\begin{equation*}
\sigma_{0}\left(\epsilon_{N-1}, Q\right)=\sigma_{0}\left(\epsilon_{N-1}-D, Q\right) \tag{10}
\end{equation*}
$$

in which $D$ is an integer and the subscript zero serves as a reminder that one is dealing with the uniform scheme.

Similarly, if we consider a perturbation of the uniform model, the density of states can depend only on the excitation energy and on relative displacements of $\epsilon_{i}$ and $\epsilon_{s}$ from the Fermi level. That is, one has the translational invariance

$$
\sigma\left(\tilde{\epsilon}_{F}, \tilde{Q} ; \epsilon_{i}, \epsilon_{s}\right)=\sigma\left(\tilde{\epsilon}_{F}-D, \tilde{Q} ; \epsilon_{i}-D, \epsilon_{s}-D\right)
$$



Fig. 1. Illustration of the single-particle level schemes used in the derivation of the density of states. Part (a) illustrates the "uniform model" in which we have a sequence of equally spaced levels, which at zero excitation energy are occupied to the Fermi level $\epsilon_{\boldsymbol{F}}$. Part (b) illustrates the "perturbed uniform model" in which the uniform model has been altered by shifting a level from position $\epsilon_{i}$ of the uniform scheme to a new position $\epsilon_{t}$, which may or may not coincide with an existing level. The position of its Fermi level will be altered, for example, if $\epsilon_{i}<\epsilon_{p}$ and $\epsilon_{s}>\epsilon_{\rho}$.

In what follows, it is convenient to redefine the singleparticle energy-level scheme so that the Fermi level always has the value zero. Thus, as shown in Fig. 1, energy levels below the Fermi level are denoted by the negative integers, whereas the levels above the Fermi level consist of the positive integers. At this point we introduce the symbol $\rho$ to represent the density with this standardization:

$$
\begin{align*}
\rho(Q ; \infty, \infty) & =\rho_{0}(Q) \equiv \sigma_{0}(0, Q), \\
\rho(Q ; i, s) & \equiv \sigma\left(0, Q ; \epsilon_{i}, \epsilon_{3}\right), \tag{12}
\end{align*}
$$

where $\rho(Q ; i, s) \equiv 0$ for $Q \leq 0$.
With the help of the translational invariance expressed by (10) and (11) and the definitions (12), the relations (8) and (9) of Sec. 2 C become
$\rho_{0}(Q)=\rho(Q+i-1 ; i-1, \infty)+\rho(Q ; i, \infty)$, for $i<0$,
$\rho_{0}(Q)=\rho(Q-i ; i+1, \infty)+\rho(Q ; i, \infty)$, for $i>0$,
$\rho_{0}(Q)=\rho(Q-1 ;-1, \infty)+\rho(Q ; 1, \infty)$.
One must be careful to ensure that the excitation energy $Q$ and the gap at $i$ are measured relative to the same zero value. For example, on the left-hand side of Eq. (8) one term has its Fermi level at $\epsilon_{N}$ and the other at $\epsilon_{N-1}$. After a shift of the position of the Fermi level to zero, the missing level at position $i-1$ in the $N$-particle term is to be compared with a missing level at position $i$ in the ( $N-1$ )-particle term, and the excitation energy $Q-1$ is to be compared with an excitation energy $Q$.

One can now enumerate all the recursion formulas necessary to cover shifts, gaps, and extra levels. One uses as basic quantities $\rho_{0}(Q)$, the values of which are
tabulated ${ }^{11}$ and the values of $\rho(Q ; 1, \infty)$ which we have calculated for $1 \leq Q \leq 50$ (Table 1). The analysis for all cases proceeds in parallel to the transition from Eqs. (8) and (9) to Eqs. (13) to (15). The level densities for systems with shifted levels are related by means of Eq. (5) to the level density for the uniform model and the level density for a system with a gap. All systems with a gap are related to the uniform model as indicated by Eqs. (13) to (15), then recursively to $\rho_{0}(Q)$ and $\rho_{0}(Q ; 1, \infty)$. Proceeding in an exactly analogous manner to Eq. (3) the level density for system with an additional level can be related to the uniform model. In summary, therefore, one has explicitly the following relationships:

$$
\begin{array}{r}
\rho(Q, i, s)=\rho(Q ; i, \infty)+\rho(Q-s ; i+1, \infty), \\
\text { for } i, s \geq 1,(16) \\
\rho_{0}(Q)=\rho(Q ; \infty, s)-\rho\left(Q-|s|-\delta_{s} ; \infty, \infty\right), \\
1, \text { for } s \leq 0, \\
0, \text { for } s>0,(17) \\
\rho(Q ;-1, s)=\rho(Q-s ; 1, \infty)+\rho(Q ;-1, \infty), \\
\text { for } s>0, \quad(18) \\
\rho(Q ; i, s)=\rho(Q ; i, \infty)+\rho(Q-s ; i+1, \infty), \\
\text { for } i<-1, s \geq 1,(19) \\
\rho(Q ; i, s)=\rho(Q ; i, \infty)+\rho(Q+s-1 ; i-1, \infty), \\
\text { for } i, s \leq 0,(20) \\
\rho(Q ; i, s)=\rho(Q-1+s ; i-1, \infty)+\rho(Q ; i, \infty), \\
\text { for } i>1, s<0, \quad(21)
\end{array}, \begin{array}{r}
\rho(Q ; 1, s)=\rho(Q ; 1, \infty)+\rho(Q-2+s ; 2, \infty), \\
\text { for } s<0, \quad(22) \\
\rho(Q ; 2, \infty) \equiv \rho(Q ;-1, \infty) .
\end{array}
$$

These relationships can be used to measure the adequacy of the saddle-point approximation, as it is discussed in Sec. 3D.

## 3. LEVEL DENSITIES IN THE SADDLEPOINT APPROXIMATION

## A. Asymptotic Formulas for Degenerate Systems

By means of the Darwin-Fowler integral, we write the density of states for the perturbed uniform model as

$$
\begin{align*}
& C\left(N, E ; \epsilon_{i}, \epsilon_{s}\right) \\
& \quad=\frac{1}{(2 \pi i)^{2}} \oint \oint \prod_{j=0}^{\infty} \frac{\left(1+x y^{j}\right)}{x^{N+1} y^{E+1}} \frac{\left(1+x y^{\xi_{s}}\right)}{\left(1+x y^{\xi_{i}}\right)} d x d y, \tag{24}
\end{align*}
$$

where the product is taken over all integers.

[^180]Table I. The exact-counting values of $\rho(Q ;+1, \infty)$, the density of states when a gap is produced by deleting the state immediately above the Fermi level $\epsilon_{F}$.

| $Q$ | $\rho(Q ;+1, \infty)$ | $Q$ | $\rho(Q ;+1, \infty)$ | $Q$ | $\rho(Q ;+1, \infty)$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 2 | 19 | 260 | 35 | 7808 |
| 4 | 3 | 20 | 334 | 36 | 9432 |
| 5 | 4 | 21 | 420 | 37 | 11338 |
| 6 | 6 | 22 | 532 | 38 | 13631 |
| 7 | 8 | 23 | 664 | 39 | 16326 |
| 8 | 12 | 24 | 835 | 40 | 19544 |
| 9 | 16 | 25 | 1034 | 41 | 23316 |
| 10 | 23 | 26 | 1288 | 42 | 27806 |
| 11 | 30 | 27 | 1588 | 43 | 33054 |
| 12 | 42 | 28 | 1962 | 44 | 39273 |
| 13 | 54 | 29 | 2404 | 45 | 46534 |
| 14 | 73 | 30 | 2953 | 46 | 55096 |
| 15 | 94 | 31 | 3598 | 47 | 65076 |
| 16 | 124 | 32 | 4392 | 48 | 76808 |
| 17 | 158 | 33 | 5328 | 49 | 90446 |
| 18 | 206 | 34 | 6466 | 50 | 106426 |

The integrand has one and only one saddle point on the positive real axes. If one introduces the exponential transformation

$$
\begin{equation*}
x=e^{\alpha}, \quad y=e^{-\beta} \tag{25}
\end{equation*}
$$

and performs the integrations in the usual way, the resulting asymptotic density of states is

$$
\begin{equation*}
\rho(Q ; i, s)=\frac{e^{f(\alpha, \beta)}}{2 \pi\left[f_{\alpha \alpha} f_{\beta \beta}-\left(f_{\alpha \beta}\right)^{2}\right]^{\frac{1}{2}}}, \tag{26}
\end{equation*}
$$

where

$$
\begin{align*}
f(\alpha, \beta)= & E \beta-N \alpha+\sum_{j=0}^{\infty} \ln \left(1+e^{\alpha} e^{-\beta j}\right) \\
& -\ln \left(1+e^{\alpha} e^{-\beta \epsilon i}\right)+\ln \left(1+e^{\alpha} e^{-\beta \epsilon \epsilon_{j}}\right) . \tag{27}
\end{align*}
$$

All of the quantities in formula (27) must be evaluated at the saddle point ( $\alpha_{0}, \beta_{0}$ ) which is determined by the solution of the simultaneous equations

$$
f_{\alpha}=f_{\beta}=0
$$

Use of the Euler-MacLaurin expansion ${ }^{4.12}$ to evaluate the sums in (27) yields

$$
\begin{align*}
f(\alpha, \beta)= & E \beta-N \alpha+\beta^{-1}\left(\frac{1}{6} \pi^{2}+\frac{1}{2} \alpha^{2}\right)+\frac{1}{2} \alpha+\frac{1}{12} \beta \\
& -\ln \left(1+e^{\alpha} e^{-\beta \epsilon_{i}}\right)+\ln \left(1+e^{\alpha} e^{-\beta \epsilon_{6}}\right), \tag{28}
\end{align*}
$$

where terms of order $e^{-\alpha}$ and $\beta^{2} e^{-\alpha}$ have been neglected. Accordingly one can expect accurate results only in the limit $\alpha \rightarrow \infty, \beta$ sufficiently small (or equivalently, $N \rightarrow \infty, Q$ sufficiently large).
To facilitate discussion of the level density as it is obtained in the saddle-point approximation, it is

[^181]convenient to introduce the new quantities
\[

$$
\begin{align*}
\Delta x & \equiv \alpha / \beta-\left(N-\frac{1}{2}\right)  \tag{29}\\
\Delta \epsilon_{i} & \equiv \epsilon_{i}-(N-1), \quad \Delta \epsilon_{s} \equiv \epsilon_{s}-(N-1),  \tag{30}\\
\Delta x_{i} & \equiv\left\{1+\exp \left[\beta\left(\Delta \epsilon_{i}-\frac{1}{2}-\Delta x\right)\right]\right\}^{-\frac{1}{2}} \\
\Delta x_{s} & \equiv\left\{1+\exp \left[\beta\left(\Delta \epsilon_{s}-\frac{1}{2}-\Delta x\right)\right]\right\}^{-\frac{1}{2}} \tag{31}
\end{align*}
$$
\]

Thus our saddle-point equations become

$$
\begin{align*}
& f_{\alpha}=0=\Delta x-\Delta x_{i}+\Delta x_{s}, \\
& f_{\beta}=0=\left(-\pi^{2} / 6 \beta^{2}\right)+Q+\Delta(i, s)-\frac{1}{24}-\frac{1}{2}(\Delta x)^{2} \\
& \quad-\frac{1}{2} \Delta x+\Delta \epsilon_{i} \Delta x_{i}-\Delta \epsilon_{s} \Delta x_{s}, \tag{32}
\end{align*}
$$

The resulting level density is then

$$
\begin{equation*}
\rho(Q ; i, s)=\left(\frac{1-\Delta x_{i}}{1-\Delta x_{s}}\right) \frac{\exp \left\{2 \beta\left[Q+\Delta(i, s)-\frac{1}{24}-\frac{1}{4} \Delta x+\frac{1}{2}\left(\Delta x_{i} \Delta \epsilon_{i}-\Delta x_{s} \Delta \epsilon_{s}\right)\right]\right\}}{(48)^{\frac{1}{2}}\left(\pi^{2} / 6 \beta^{2}\right) D^{\frac{1}{2}}}, \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
D= & 1-\beta\left[\Delta x_{i}\left(1-\Delta x_{i}\right)-\Delta x_{s}\left(1-\Delta x_{s}\right)\right] \\
& -\left(3 \beta^{3} / \pi^{2}\right)\left[\Delta x_{i}\left(1-\Delta x_{i}\right)\left(\Delta x-\Delta \epsilon_{i}+\frac{1}{2}\right)^{2}\right. \\
& \left.-\Delta x_{s}\left(1-\Delta x_{s}\right)\left(\Delta x-\Delta \epsilon_{s}+\frac{1}{2}\right)^{2}\right]-\left(3 \beta^{4} / \pi^{2}\right) \\
& \times\left[\Delta x_{i}\left(1-\Delta x_{i}\right) \Delta x_{s}\left(1-\Delta x_{s}\right)\left(\Delta \epsilon_{i}-\Delta \epsilon_{s}\right)^{2}\right] . \tag{34}
\end{align*}
$$

The expression (33) for the level density $\rho(Q ; i, s)$ is not the result of a solution of the saddle-point equations, but rather a very useful reduction which can serve as a starting point for the consideration of special cases, numerical solutions, etc. That is, for a given $Q, \epsilon_{i}, \epsilon_{s}$ one must still solve Eqs. (31) and (32) for the unknown quantities $\beta, \Delta x, \Delta x_{i}, \Delta x_{s}$. We shall sometimes denote the level density as $\rho_{\text {trans }}(Q ; i, s)$ to bring attention to the fact that the transcendental equation (31) must be solved to obtain a solution. The zero-point correction $\Delta(i, s)$ can be evaluated explicitly as

$$
\Delta(i, s)=\delta_{i}\left(1-\delta_{s}\right)-\delta_{i} \Delta \epsilon_{i}+\delta_{s} \Delta \epsilon_{s},
$$

where

## B. Special Cases and Linear Approximation

In order to analyze the general formula $\rho(Q ; i, s)$ as given by Eq. (33), we note the following limiting cases:

Case (i): $\epsilon_{s} \rightarrow \infty$. Then $\Delta x_{s}=0$ and $\Delta x_{s} \Delta \epsilon_{s}=0$. [The term $\ln \left(1+e^{\alpha} e^{-\beta \epsilon_{\varepsilon}}\right)$ is effectively absent from Eq. (28).] One is then considering the asymptotic level density for a system in which the uniform model is perturbed by the absence of a level at position $\epsilon_{i}$ in the single-particle level scheme. In particular, if $\Delta \epsilon_{i}=+1$, the saddle-point equations can be solved explicitly, since one sees that the solution of Eq. (31) is $\Delta x_{i}=\frac{1}{2}$, and Eq. (32) yields $\beta=(\pi / \sqrt{6})\left(Q+\frac{1}{12}\right)^{-\frac{1}{2}}$.

The level density is then written

$$
\begin{equation*}
\rho(Q ; 1, \infty)=\frac{\frac{1}{2} \exp \left\{\pi\left[\frac{2}{3}\left(Q+\frac{1}{12}\right)\right]^{\frac{1}{2}}\right\}}{(48)^{\frac{1}{2}}\left(Q+\frac{1}{12}\right)\left(1-\frac{1}{4} \beta\right)^{\frac{1}{2}}} . \tag{36}
\end{equation*}
$$

Case (ii): If $\epsilon_{i}=\epsilon_{s}$ or if $\Delta \epsilon_{i}, \Delta \epsilon_{s} \rightarrow \infty$ so that $\Delta x=0$, one can again solve for the saddle point explicitly and obtain

$$
\beta=(\pi / \sqrt{6})\left(Q-\frac{1}{2^{\frac{1}{4}}}\right)^{-\frac{1}{2}}
$$

and

$$
\begin{align*}
\rho(Q ; a, a) & =\rho(Q ; \infty, \infty) \\
& \equiv \rho_{0}(Q)=\frac{\exp \left\{\pi\left[\frac{2}{3}\left(Q-\frac{1}{24}\right)\right]^{\frac{1}{2}}\right\}}{(48)^{\frac{1}{2}}\left(Q-\frac{1}{24}\right)}, \tag{37}
\end{align*}
$$

which is the known result for the uniform model. ${ }^{4-6}$
Case (iii): $\Delta \epsilon_{i}, \Delta \epsilon_{s} \ll Q$ (linear approximation). One now returns to the expression for $f(\alpha, \beta)$ as given by Eq. (27) and retains terms only through $O\left(\alpha^{2}\right)$ and $O(\beta)$. One calls this approximation the linear approximation and the corresponding level density is denoted by $\rho_{\text {lin }}$. One solves the appropriate saddle-point equations explicitly and finds

$$
\rho_{1 i \mathrm{n}}(Q ; i, s)=\frac{\exp \left[\pi\left(\frac{2}{3} Q^{*}{ }^{\frac{1}{2}}\right]\right.}{(48)^{\frac{1}{2}} Q^{*}}
$$

where

$$
\begin{equation*}
Q^{*}=Q-\frac{1}{24}+\Delta(i, s)+\frac{1}{2} \Delta \epsilon_{i}-\frac{1}{2} \Delta \epsilon_{s} . \tag{38}
\end{equation*}
$$

Case (iv): $\Delta \epsilon_{i} \ll Q, \Delta \epsilon_{s} \rightarrow \infty$ (linear approximation). The linear approximation is again valid if one omits the term $\ln \left(1+e^{\alpha} e^{-\beta \varepsilon_{s}}\right)$ in Eq. (27) and proceeds as in (iii). Then one finds

$$
\begin{equation*}
\rho_{\mathrm{lin}}(Q ; i, \infty)=\frac{\exp \left[\pi\left(\frac{2}{3} Q^{*}\right)^{\frac{1}{2}}\right]}{2(48)^{\frac{1}{2}} Q^{*}}, \tag{39}
\end{equation*}
$$

with

$$
Q^{*}=Q-\left(\frac{5}{12}\right)+\Delta(i, \infty)+\frac{1}{2} \Delta \epsilon_{i}
$$

and

$$
\Delta(i, \infty)=\delta_{i}\left(1-\Delta \epsilon_{i}\right) .
$$

If $\Delta \epsilon_{i}=+1, \Delta \epsilon_{\mathrm{g}} \rightarrow \infty$, one recovers formula (36), except for the absence of the relatively unimportant factor $\left(1-\frac{1}{4} \beta\right)^{\frac{1}{2}}$ in the denominator.

Case (v): $\Delta \epsilon_{s} \ll Q, \Delta \epsilon_{i} \rightarrow \infty$ (linear approximation). Proceeding exactly as above, except that one now has an additional level at $\epsilon_{s}$, one finds
with

$$
\begin{equation*}
\rho_{1 \mathrm{in}}(Q ; \infty, s)=2 \exp \left[\pi\left(\frac{2}{3} Q^{*}\right)^{\frac{1}{2}}\right] /(48)^{\frac{1}{2}} Q^{*}, \tag{40}
\end{equation*}
$$

and

$$
Q^{*}=Q+\frac{1}{12}+\Delta(\infty, s)-\frac{1}{2} \Delta \epsilon_{s}
$$

$$
\Delta(\infty, s)=\delta_{s} \Delta \epsilon_{s}
$$

In the limit of large excitation energy $Q$, one sees that the level density obtained from Eq. (39) is only half that for the uniform model. Similarly, the level density indicated by Eq. (40) is twice that for the uniform model. This behavior, characteristic of the nonperiodic nature of the perturbation, is discussed in the following section.

## C. Illustration of Results

The novel feature of the nonperiodic perturbation is the presence of the multiplicative factor $\left(1-\Delta x_{i}\right)$ / ( $1-\Delta x_{s}$ ) in the level-density formula (33). It is evident from Eq. (31) that $\Delta x_{i}$ varies with $\Delta \epsilon_{i}$ so as to become negligible when the latter becomes comparable to $Q$ and becomes $\sim \frac{1}{2}$ when $\Delta \epsilon_{i} \ll Q$ (or when $\Delta \epsilon_{i} \rightarrow \infty$ and $\Delta \epsilon_{s} \ll Q$ ), as shown in Fig. 2. The same statement holds with subscripts $i$ and $s$ interchanged.

To study the origin of this behavior, the density of states for a system with a missing level will be directly compared with that for a system in which a particular level is unoccupied. A little reflection shows that the relation

$$
\begin{align*}
& C(N, E ; \epsilon, \infty)=[1-f(\epsilon, Q)] C_{0}(N, E), \\
& \text { for } \epsilon>\epsilon_{F}, \tag{41}
\end{align*}
$$

holds exactly. Here $f(\epsilon, Q)$ denotes the fraction of all states of the unperturbed system for which the singleparticle level $\epsilon$ is occupied. If the system is degenerate (i.e., if $Q \leq \epsilon_{F}$ ), then (41) may also be written

$$
\begin{equation*}
\rho(Q ; \epsilon, \infty)=[1-f(\epsilon, Q)] \rho_{0}(Q) . \tag{42}
\end{equation*}
$$

On the other hand, from Eq. (33) we infer that for sufficiently high excitation energy $Q$, the density of states is

$$
\begin{equation*}
\rho(Q ; \epsilon, \infty) \approx\left[\left(1-\Delta x_{\epsilon}\right)\right] \rho_{0}(Q) \tag{43}
\end{equation*}
$$

From (42) and (43) we may conclude that, asymptotically,

$$
\begin{equation*}
f(\epsilon, Q) \sim \Delta x_{\varepsilon} \sim\left\{1+\exp \left[\beta\left(\epsilon-\epsilon_{F}\right)\right]\right\}^{-1} . \tag{44}
\end{equation*}
$$



Fig. 2. Illustration of the change in the Fermi factor ( $1-\Delta x_{i}$ ) as a function of $\Delta \epsilon_{i}$ which defines the position of the deleted level relative to the Fermi level. The values of $\Delta x_{i}$ indicated by circles and triangles were obtained by a numerical solution of the saddlepoint equations (32), with $\Delta \epsilon_{s} \rightarrow \infty, \Delta x_{s}=0$.

Thus $\Delta x_{\epsilon}$ represents (at least approximately) the occupation probability, and the asymptotic expression (44) is precisely the familiar expression from the theory of the ideal Fermi gas, for which case

$$
\beta \approx \pi(6 Q)^{-\frac{1}{2}}(k T)^{-1}
$$

This result is not restricted to the uniform model and is valid for any single-particle level scheme in which a level has been shifted from position $\epsilon_{i}$ to $\epsilon_{s}$. If the initial position of the level is below the Fermi level, one must relate the ground state of the perturbed system to that of the unperturbed system in such a way that a proper correspondence can be made between contributing configurations.

It also follows that if $n$ single-particle levels are missing in the neighborhood of the Fermi level, the level density will be diminished by a factor $2^{n}$ relative to that of the corresponding unperturbed model. These modifications do not disappear with increasing excitation energy.

## D. Comparison Between Exact Counting and Asymptotic Solutions

One can find an explicit value for $\rho(Q ; i, s)$ for any given $Q, i, s$ by a numerical solution of Eqs. (31) and (32). This can then be compared with the results of exact counting-thereby ascertaining the general validity of the asymptotic results ( $Q \gg 1$ ). Figures 3 and 4 provide illustrations of typical agreement. We compare the ratios $[\rho(Q ; i, s) / \rho(Q, \infty, \infty)]_{\text {trans }}$ and $\left[\rho(Q ; i, s) / \rho_{0}(Q)\right]_{\text {exact }}$ rather than $\rho_{\text {trans }}(Q ; i, s)$ and $\rho_{\text {exact }}(Q ; i, s)$ directly since we want to judge the effectiveness of our treatment of the perturbation caused by the shifts $\epsilon_{i} \rightarrow \epsilon_{s}$. A comparison of $\rho_{\text {trans }}(Q ; \infty, \infty)$ with $\rho_{\text {exact }}(Q ; \infty, \infty)$ has already been given in Ref. 4.

All of the recursion relations of Sec. 2D are approximately maintained in the saddle-point approximation as given by the numerical solution of Eqs. (31)


Fig. 3. The ratio of perturbed to unperturbed leveldensity as a function of the level shift illustrated for two values of the excitation energy $Q$. The single-particle leveloriginally located at one unit above the Fermi level is shifted to a position $s$ units above the Fermi level. The solid lines correspond to the ratio obtained by a numerical solution of the saddlepoint equations, whereas the circles and triangles correspond to the results of exact counting.
and (32). In particular, for $Q \geq 5$, a typical discrepancy is $\leq \mathbf{3 \%}$. However, the particular identity given by Eq. (23), namely,

$$
\rho(Q ; 2, \infty)=\rho(Q ;-1, \infty)
$$

is maintained exactly by the saddle-point treatment. [That is, one observes that

$$
\Delta x_{-1}=1-\Delta x_{+2}, \quad \beta_{-1}=\beta_{+2},
$$

and from these identical expressions for the level density $\rho(Q, i, s)$ follow.]
This same identity is found to hold in the linear approximation, as one sees immediately from Eq. (39). This gives one additional confidence in the consistency of the approximation procedures.


Fig. 4. Same as Fig. 3 except that the single-particle level shift creates a gap one unit below an additional level $s$ units above the Fermi level of the uniform level scheme.

## 4. PERTURBED UNIFORM MODEL OF DEGENERACY $g$ IN THE SADDLE-POINT APPROXIMATION

## A. Reduction for Degenerate Systems

The results of Sec. 3 can be extended to the study of a perturbed uniform model of degeneracy $g$, shown schematically in Fig. 5. One proceeds by a development parallel to that of Sec. 3A, so that, corresponding to Eq. (24), one has

$$
\begin{align*}
& C\left(N, E ; \epsilon_{i}, g_{i} ; \epsilon_{s}, g_{s}\right) \\
& \quad=\frac{1}{(2 \pi i)^{2}} \oint \oint \prod_{m=0}^{\infty} \frac{\left(1+x y^{m}\right)^{g}}{x^{N+1} y^{E+1}} \cdot \frac{\left(1+x y^{\epsilon_{i}}\right)^{g_{s}}}{\left(1+x y^{\epsilon_{i}}\right)^{g_{i}}} d x d y \tag{45}
\end{align*}
$$

where the level at $\epsilon_{i}$ has its degeneracy reduced by $g_{i}$ and the level at $\epsilon_{s}$ has its degeneracy enhanced by $g_{s}$. In the general case in which $g_{i} \neq g_{g}$, one is effectively considering situations in which one has either shifted some levels to infinity or brought some additional levels from infinity. Corresponding to Eq. (28), we now have

$$
\begin{align*}
f(\alpha, \beta)= & E \beta-N \alpha+(g / \beta)\left(\frac{1}{2} \alpha^{2}+\frac{1}{8} \pi^{2}\right)+g\left(\frac{1}{2} \alpha+\frac{1}{12} \beta\right) \\
& -g_{i} \ln \left(1+e^{\alpha} e^{-\beta \epsilon_{i}}\right)+g_{s} \ln \left(1+e^{\alpha} e^{-\beta \epsilon_{9}}\right) . \tag{46}
\end{align*}
$$

To facilitate the discussion of the saddle-point equations, one now introduces the new quantities

$$
\begin{align*}
& \Delta x=g(\alpha / \beta)-\left(N-\frac{1}{2} g\right)  \tag{47}\\
& \Delta \epsilon_{i} \equiv \epsilon_{i}-g^{-1}(N-n) ; \quad \Delta \epsilon_{s} \equiv \epsilon_{s}-g^{-1}(N-n) \tag{48}
\end{align*}
$$

$$
\begin{equation*}
\Delta x_{i} \equiv\left(1+\exp \left\{\beta\left[g \Delta \epsilon_{i}-\left(n-\frac{1}{2} g\right)-\Delta x\right]\right\}\right)^{-1} \tag{49a}
\end{equation*}
$$

$$
\begin{equation*}
\Delta x_{s}=\left(1+\exp \left\{\beta\left[g \Delta \epsilon_{s}-\left(n-\frac{1}{2} g\right)-\Delta x\right]\right\}\right)^{-1} \tag{49b}
\end{equation*}
$$

where $n$ particles occupy the Fermi level in the ground
$Q=0$

Fig. 5. A perturbed uniform model of degeneracy $g=4$. One starts with a uniform level sequence in which one has $g$ particles per level and $n=2$ particles occupying the Fermi level in the groundstate configuration. The level at position $\epsilon_{i}$ has its degeneracy reduced by $g_{i}$, where $0 \leq g_{i} \leq g$; and the level at position $\epsilon_{g}$ has its degeneracy enhanced by $g_{s}$. In general, $g_{i} \neq g_{a}$.

state. Then our saddle-point equations are

$$
\begin{gather*}
f_{\alpha}=0=\Delta x-g_{i} \Delta x_{i}-g_{s} \Delta x_{s} \\
f_{\beta}= \\
0=-\pi^{2} g / 6 \beta^{2}+Q+\Delta\left(i, g_{i} ; s, g_{s}\right) \\
-\frac{1}{2} g^{-1}\left(n-\frac{1}{2} g\right)^{2}+\frac{1}{12} g-\frac{1}{2} g^{-1}(\Delta x)^{2}  \tag{50}\\
+\Delta x\left(\frac{1}{2}-n g^{-1}\right)+\left(g_{i} \Delta x_{i} \Delta \epsilon_{i}-g_{s} \Delta x_{s} \Delta \epsilon_{s}\right)
\end{gather*}
$$

where

$$
\begin{align*}
\Delta\left(i ; g_{i}, s ; g_{s}\right) \equiv & -g_{i} \delta_{i} \Delta \epsilon_{i}+g_{s} \delta_{s} \Delta \epsilon_{s} \\
& +g^{-1}\left(n-\frac{1}{2} g\right)\left(g_{i} \delta_{i}-g_{s} \delta_{s}\right) \\
& +\frac{1}{2} g^{-1}\left(g_{i} \delta_{i}-g_{s} \delta_{s}\right)^{2} \tag{51}
\end{align*}
$$

One can now write an expression for the level density, which like Eq. (33) does not result from a solution of the saddle-point equations but is rather a useful transposition. This expression is

$$
\begin{equation*}
\rho\left(Q ; i, g_{i} ; s ; g_{s}\right)=\frac{\left(1-\Delta x_{i}\right)^{g_{2}}}{\left(1-\Delta x_{s}\right)^{g_{s}}} \frac{\exp \left(2 \beta Q^{*}\right)}{[48 D]^{\frac{1}{2}}\left(g \pi^{2} / 6 \beta^{2}\right)} \tag{52}
\end{equation*}
$$

with

$$
\begin{aligned}
Q^{*}=Q & +\Delta-\frac{1}{2} g^{-1}\left(n-\frac{1}{2} g\right)^{2}+\frac{1}{12} g \\
& +\frac{1}{2} \Delta x\left(\frac{1}{2}-n g^{-1}\right)+\frac{1}{2}\left(g_{i} \Delta x_{i} \Delta \epsilon_{i}-g_{s} \Delta x_{s} \Delta \epsilon_{s}\right)
\end{aligned}
$$

and

$$
\begin{align*}
D= & 1-\beta\left[g_{i} \Delta x_{i}\left(1-\Delta x_{i}\right)\right. \\
& \left.-g_{s} \Delta x_{s}\left(1-\Delta x_{s}\right)\right]-\left(3 \beta^{3} / \pi^{2} g\right) \\
& \times\left[g_{i} \Delta x_{i}\left(1-\Delta x_{i}\right)\left(\Delta x-g \Delta \epsilon_{i}+n-\frac{1}{2} g\right)^{2}\right. \\
& \left.-g_{s} \Delta x_{s}\left(1-\Delta x_{s}\right)\left(\Delta x-g \Delta \epsilon_{s}+n-\frac{1}{2} g\right)^{2}\right] \\
& -\left(3 \beta^{4} / \pi^{2} g^{2}\right) g_{i} \Delta x_{i}\left(1-\Delta x_{i}\right) \\
& \times g_{s} \Delta x_{s}\left(1-\Delta x_{s}\right)\left(\Delta \epsilon_{i}-\Delta \epsilon_{s}\right)^{2} . \tag{53}
\end{align*}
$$

## B. Special Cases and the Linear Approximation

One can find explicit solutions of the saddle-point equations, for two cases, corresponding to those considered in Cases (i) and (ii) of Sec. 3B.

Case (a): A gap at $\Delta \epsilon_{i}=1$, and the number of missing states equal to the degeneracy ( $n=g$ ). Then for $g_{i}=g, g_{s}=0, \Delta \epsilon_{s} \rightarrow \infty$, the density of states is

$$
\begin{equation*}
\rho\left(Q ; i, g_{i} ; 0, \infty\right)=\frac{1}{2^{g}} \frac{\exp \left\{\pi[48)^{\frac{2}{3}} g(Q+g / Q / 12)\left(1-\frac{1}{4} \beta g\right)^{\frac{1}{2}}\right\}}{(Q / 2)} . \tag{54}
\end{equation*}
$$

Case (b): The uniform model of degeneracy $g$. Then for $g_{i}=g_{s}=0$, the expression is

$$
\begin{equation*}
\rho(Q ; 0, \infty ; 0, \infty)=\frac{\exp \left\{\pi\left[\frac{2}{3} g\left(Q-\frac{1}{24}\right)\right]^{\frac{1}{2}}\right\}}{(48)^{\frac{1}{2}}\left(Q-\frac{1}{24}\right)} . \tag{55}
\end{equation*}
$$

Case (c): For the remainder of this section we restrict ourselves to the linear approximation. Then
corresponding to Eq. (38), one has

$$
\rho_{\mathrm{lin}}\left(Q ; i, g_{i} ; s, g_{s}\right)=\frac{\exp \left\{\pi\left[\left[_{3}^{2} g Q^{*}\right]^{\frac{1}{2}}\right\}\right.}{2^{\sigma_{i}-g_{s}}(48)^{\frac{1}{2}} Q^{*}}
$$

with

$$
\begin{align*}
Q^{*}= & Q+\frac{1}{12} g-\frac{1}{2} g^{-1}\left(n-\frac{1}{2} g\right)^{2}-\frac{1}{2} g^{-1}\left[\frac{1}{2}\left(g_{i}-g_{s}\right)\right]^{2} \\
& -g^{-1}\left(n-\frac{1}{2} g\right)\left[\frac{1}{2}\left(g_{i}-g_{s}\right)\right]+\Delta\left(i, g_{i} ; s, g_{s}\right) \\
& +\frac{1}{2} g_{i} \Delta \epsilon_{i}-\frac{1}{2} g_{s} \Delta \epsilon_{s} \tag{56}
\end{align*}
$$

and with $\Delta$ as given by Eq. (51).
Case (d): The linear approximation can also be used to treat the problem of a uniform model in which the degeneracy of the levels varies in the neighborhood of the Fermi level but has the constant value $g$ everywhere else. If $N_{i}=\sum n_{i} g_{i}$ effective levels are omitted and $N_{s}=\sum n_{s} g_{s}$ effective levels are added, and if $p_{i}$ of these are removed from below the Fermi level and $q_{s}$ are added below the Fermi level, then in the linear approximation one finds

$$
\begin{equation*}
\rho_{\mathrm{lin}}\left[Q ; N_{i}, N_{s}\right]=\frac{\exp \left[\pi\left(\frac{2}{3} g Q^{*}\right)^{\frac{1}{2}}\right]}{2^{N_{i}-N_{s}}(48)^{\frac{1}{2}} Q^{*}} \tag{57}
\end{equation*}
$$

with

$$
\begin{align*}
Q^{*}= & Q+\frac{g}{12}-\frac{1}{2 g}\left(n-\frac{g}{2}\right)^{2}-\frac{1}{2 g}\left(\frac{N_{i}-N_{s}}{2}\right)^{2} \\
& -\frac{1}{g}\left(n-\frac{g}{2}\right)\left(\frac{N_{i}-N_{s}}{2}\right) \\
& +\Delta+\frac{1}{2} \sum g_{i} \Delta \epsilon_{i}-\frac{1}{2} \sum g_{s} \Delta \epsilon_{s} . \tag{58}
\end{align*}
$$

The factor $2^{N_{i}-N_{s}}$ effectively measures the deviation from the uniform model with degeneracy $g$, since $Q^{*} \rightarrow Q$ in the limit of large excitation energy. One has thereby been able to discuss a perturbed uniform model with degeneracy $g$ even though the pattern in the neighborhood of the Fermi level has been altered in a most general manner.

## 5. CONCLUDING REMARKS

In this work we have studied how the level density was affected by perturbing the position of a level in an independent-particle energy-level scheme. There are two main conclusions: (1) we find that the calculation in the saddle-point approximation constitutes an adequate treatment of the problem, and (2) we obtain the interesting result that a sizable level shift gives rise to effects that persist to very high excitation energies. An extreme example of this is given by the deletion of a level from the scheme, in which case the asymptotic level density is twice that for the unperturbed energy-level scheme.

Whenever a problem of this kind is solved in the saddle-point approximation, one finds that some
properties of the exact solution are preserved whereas oher properties are not rigorously maintained. Wellknown examples of properties that are preserved include the fact that the level density is independent of the number of particles for a degenerate system, ${ }^{2}$ the symmetry between particles and holes for uniform schemes of degeneracy $g,{ }^{4}$ and the fact that the level density is independent of the definition of the "phase" for a periodic scheme of levels. ${ }^{6}$ In this work we also establish certain properties of the exact solution, namely recursion relations (13)-(23). It turns out
that these connections are not maintained rigorously by the saddle-point solutions but only to a very good approximation. There is one curious exception to this general statement, namely relation (23) is rigorously maintained in the saddle-point approximation.
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## 1. INTRODUCTION

Jeffrey's (WKB) method is a procedure for finding approximate solutions to a second-order differential equation of the form
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W^{n}+f(z) W=0 \tag{1}
\end{equation*}
$$

through some region $R$ in which $f(z)$ is analytic, which contains no zeros (or limit points of sets of zeros) of $f(z)$, and in which $f(z)$ varies sufficiently slowly. (By this we mean that $f^{\prime}$ and as many of the subsequent derivatives as may be required have to be sufficiently small through $R$.)

The method is of importance in many physical applications and the literature is quite extensive; a review of it and a detailed consideration of the problem itself can be found in Heading's book. ${ }^{1}$ However, in spite of the numerous investigations which have been made, there still does not seem to be available just what is needed most of all to give precision to the

[^182]practical applications of the method-namely, a simple sufficient condition for its validity with a statement of the order of magnitude of the error.

The WKB approximation fails sufficiently near a zero of $f$, but, of course, the solutions of (1) can then be expressed as power series in $z-c$, where $c$ is the zero. These power-series solutions converge within the largest circle which can be drawn round $c$ without enclosing a singularity of $f$. It can sometimes happen that the WKB approximation is still good and useful at points sufficiently near the zero $c$ for the first few terms of these power series, or, less stringently, those containing only $f^{\prime}(c)$, to provide also a good approximation. In such a case it is obviously of interest to know how the WKB approximate forms connect with the series solutions of (1) and this problem will be investigated at the end of the paper.

The WKB method is often described as an "asymptotic approximation valid in regions where $f(z)$ is sufficiently large." This is misleading; it would not, for example, be true for a function $f$ such that $f^{\prime} \left\lvert\, f^{\frac{3}{2}}\right.$
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## 1. INTRODUCTION

Jeffrey's (WKB) method is a procedure for finding approximate solutions to a second-order differential equation of the form

$$
\begin{equation*}
W^{n}+f(z) W=0 \tag{1}
\end{equation*}
$$

through some region $R$ in which $f(z)$ is analytic, which contains no zeros (or limit points of sets of zeros) of $f(z)$, and in which $f(z)$ varies sufficiently slowly. (By this we mean that $f^{\prime}$ and as many of the subsequent derivatives as may be required have to be sufficiently small through $R$.)

The method is of importance in many physical applications and the literature is quite extensive; a review of it and a detailed consideration of the problem itself can be found in Heading's book. ${ }^{1}$ However, in spite of the numerous investigations which have been made, there still does not seem to be available just what is needed most of all to give precision to the

[^183]practical applications of the method-namely, a simple sufficient condition for its validity with a statement of the order of magnitude of the error.

The WKB approximation fails sufficiently near a zero of $f$, but, of course, the solutions of (1) can then be expressed as power series in $z-c$, where $c$ is the zero. These power-series solutions converge within the largest circle which can be drawn round $c$ without enclosing a singularity of $f$. It can sometimes happen that the WKB approximation is still good and useful at points sufficiently near the zero $c$ for the first few terms of these power series, or, less stringently, those containing only $f^{\prime}(c)$, to provide also a good approximation. In such a case it is obviously of interest to know how the WKB approximate forms connect with the series solutions of (1) and this problem will be investigated at the end of the paper.

The WKB method is often described as an "asymptotic approximation valid in regions where $f(z)$ is sufficiently large." This is misleading; it would not, for example, be true for a function $f$ such that $f^{\prime} \left\lvert\, f^{\frac{3}{2}}\right.$
took large values at some points in the region in question. The essential point is that the first two derivatives of $f$ have to be sufficiently small throughout the region in question, with $f \neq 0$. Also, it is not correct to refer to it as an "asymptotic approximation," for we shall see in the present paper that it is actually the first term of a convergent series. The impression seems to have arisen because of the fact that the WKB approximation usually agrees with the dominant term of asymptotic series representations of solutions of (1) when the latter exist.
Although it is true in many practical cases that $|f| \gg 1$, there is nothing to be gained mathematically by writing (as do some authors) $f(z)=k^{2} g(z)$, where $k$ is large and $g(z)=0(1)$ as $k \rightarrow \infty$. For $g(z)$, in general, contains $k$ in some unknown fashion and so attempts at approximation in, say, series of inverse powers of $k$ (for $k$ large) are not likely to lead anywhere if a completely rigorous treatment is being insisted upon. In the special case when $g(z)$ is independent of $k$, it is possible to formally satisfy (1) by the expression

$$
\exp \left\{i k \int^{z}(g)^{\frac{1}{2}} d \zeta-\frac{1}{4} \ln g+\sum_{1} k^{-i} \alpha_{i}(z)\right\}
$$

where the first two terms in the exponent give the $W K B$ approximation. The functions $\alpha_{i}(z)$ in the higher approximation terms are determined in succession by difference-differential equations of increasing complexity. But it does not seem possible to prove even that this series is an asymptotic series in $k$.
It may prove useful, both to set the background for the more careful investigation to follow and to provide information about the method for readers not already familiar with it, to begin by giving a descriptive nonrigorous derivation of the WKB approximate forms for the solution of (1).

Writing

$$
\begin{equation*}
W=e^{i F}, \tag{2}
\end{equation*}
$$

then

$$
\begin{equation*}
F^{\prime 2}=f+i F^{\prime \prime} . \tag{3}
\end{equation*}
$$

Suppose it is possible to obtain a solution of (3) which makes $\left|F^{\prime \prime}\right| \ll|f|$ throughout $R$; then, in that case,

$$
\begin{equation*}
F \doteqdot(f)^{\frac{1}{2}} \tag{4}
\end{equation*}
$$

in $R$ [If $f$ is complex, $f^{\frac{1}{2}}$ is made one-valued by an appropriate system of cuts leaving the zeros (if any); $f^{\frac{1}{2}}$ is then of course analytic in $R$ ], i.e., by integration over a finite domain for $z$ in $R$,

$$
\begin{equation*}
F \doteqdot \int_{z_{0}}^{z} f^{\frac{1}{2}} d \zeta \tag{5}
\end{equation*}
$$

If (4) were exact, we could differentiate to obtain $F^{\prime \prime}$, but owing to the possibility that the error, even though always small, could vary rapidly at some points, it does not follow that $F^{\prime \prime} \doteqdot f^{\prime} / 2(f)^{\frac{1}{2}}$. However, assuming that the error in (4) is a sufficiently slowly varying function for the differentiated form of (4) to be also approximately true, we have $F^{\prime \prime} \doteqdot$ $f^{\prime} / 2(f)^{\frac{1}{2}}$ : consistency with the hypothesis $\left|F^{\prime \prime}\right| \ll|f|$ then requires that $\left.\left|f^{\prime}\right| f^{\frac{3}{2}} \right\rvert\, \ll 1$. Then (3) gives

$$
\begin{align*}
F^{\prime} & \doteqdot f^{\frac{1}{2}}\left(1+\frac{1}{2} \frac{i F^{\prime \prime}}{f}\right)^{\frac{1}{2}} \\
& \doteqdot f^{\frac{1}{2}}+\frac{1 i f^{\prime}}{} / f \tag{6}
\end{align*}
$$

on using the ordinary binomial theorem approximation for index $\frac{1}{2}$.
And so, by (2), we then have

$$
\begin{equation*}
W \doteqdot f^{-\frac{1}{2}} e^{i F}, \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
F(z)=\int_{z_{0}}^{z}[f(\zeta)]^{\frac{1}{2}} d \zeta . \tag{7'}
\end{equation*}
$$

This is the Jeffrey's (WKB) approximation.
It will be observed that the approximation (7) becomes exact when $f(z)$ is a nonzero constant. It might, therefore, be expected that the approximation would be a valid one in a given region $R$ for which $f(z)$ was nonvanishing and sufficiently slowly varying. The above rough analysis shows already that we have to have $\left.\left|f^{\prime}\right| f^{\frac{3}{2}} \right\rvert\, \ll 1$ to apply the method, with a further condition to ensure that the error in (4) varies sufficiently slowly for its differentiated form $F^{\prime \prime} \doteqdot$ $f^{\prime} / 2(f)^{\frac{1}{2}}$ to be also approximately valid. The analysis to follow shows that this further condition is that $\left|f^{\prime \prime}\right| f \mid$ should be small compared with unity.
We now investigate, along more rigorous lines, the circumstances under which the WKB forms $f^{-\frac{1}{e} e^{ \pm i F}}$ can provide a good approximation to a given solution of (1).
Writing

$$
\begin{equation*}
W=P e^{i F}, \tag{8}
\end{equation*}
$$

we find, after some analysis (the details to be given in the author's book ${ }^{2}$ ), that

$$
\begin{align*}
W(z)=W_{1}(z)-[f(z)]^{-\frac{1}{4}} \int_{z_{0}}^{z} & \sin [F(z)-F(\zeta)] \\
& \times W(\zeta)\left\{[F(\zeta)]^{-\frac{1}{\prime \prime}}\right\}^{\prime \prime} d \zeta \tag{9}
\end{align*}
$$

where

$$
W_{1}(z)=\{f(z)\}^{-\frac{1}{2}}\left\{A e^{i F(z)}+B e^{-i F(z)}\right\}
$$

and where $F(z)$ is, of course, given explicitly by ( $7^{\prime}$ ).

[^184]The function $W_{1}(z)$ is the WKB approximation to the particular solution $W(z)$ of (1) under consideration, which now appears as the solution of a Volterra type of linear integral equation; the error $W-W_{1}$ incurred by the use of the WKB approximation being expressed by the integral term.

Let $U_{(+)}$and $U_{(-)}$be those fundamental ${ }^{3}$ solutions of (1) whose WKB approximations are $f^{-\frac{1}{-}} e^{i F}$ and $f^{-\frac{1}{e}} e^{-i F}$, respectively.

Then the pair of integral equations expressing $U_{( \pm)}$in terms of their respective WKB approximations are obtained as special cases of (8) and may conveniently be summarized as

$$
\begin{gather*}
U_{( \pm)}(z)=[f(z)]^{-\frac{1}{2}}\left\{e^{ \pm i F(z)}-\int_{z_{0}}^{z} \sin [F(z)-F(\zeta)]\right. \\
\left.\cdot U_{( \pm)}(\zeta)\left\{[f(\zeta)]^{-\frac{1}{k}}\right\}^{\prime \prime} d \zeta\right\} \tag{10}
\end{gather*}
$$

From (10), the function $A U_{(+)}+B U_{(-)}$satisfies the same integral equation [i.e., (9)] as does $W(z)$. In reference to ( 9 ), $W_{1}(z)$ is, of course, a given function not zero and we know that the corresponding solution of the Volterra type linear integral equation, if one exists, will be unique.

Hence,

$$
\begin{equation*}
W(z)=A U_{(+)}(z)+B U_{(-)}(z) . \tag{11}
\end{equation*}
$$

Accordingly, in estimating the error between $W(z)$ and its WKB approximation $W_{1}(z)$, it is sufficient to estimate the error between $U_{( \pm)}(z)$ and their respective WKB approximations $f^{-\frac{1}{4}} e^{ \pm i \bar{F}}$.
For by ( $9^{\prime}$ ) and (11) we have

$$
\begin{equation*}
W-W_{\mathbf{1}}=A\left(U_{(+)}-f^{-\frac{1}{-1}} e^{i F}\right)+B\left(U_{(-)}-f^{-\frac{1}{-}} e^{-i F}\right) \tag{12}
\end{equation*}
$$

## 2. ON THE ORDER OF MAGNITUDE OF THE ERROR

## A. On an Upper Bound for the Error

We are interested in the circumstances under which the relative error made in using a WKB approximation can be made small; i.e., writing

$$
\begin{equation*}
U_{( \pm)}=\Omega_{( \pm)} f^{-\frac{1}{k}} e^{ \pm i F}, \tag{13}
\end{equation*}
$$

we are interested in the circumstances under which $\Omega_{( \pm)} \doteqdot 1$, through some region $R$ wherein $f(z)$ does not vanish.

Substituting in (10), we find that the equations for $\Omega_{( \pm)}$are summarized as

$$
\begin{align*}
\Omega_{( \pm)}(z)=1 \pm & \frac{i}{2} \\
& \int_{z_{0}}^{z}\left\{1-e^{ \pm 2 i[F(\zeta)-F(z)]}\right\}  \tag{14}\\
& \times \Omega_{( \pm)}(\zeta)[f(\zeta)]^{-\frac{1}{2}}\left\{[f(\zeta)]^{-\frac{1}{2}}\right\}^{\prime \prime} d \zeta .
\end{align*}
$$

[^185]Since, by hypothesis, $f(z) \neq 0$ in $R$ and since $F^{\prime}(z)=f(z) \neq 0$ in $R$, it follows that the inverse $z(F)$ of the function $F(z)$ exists in $R$. To proceed with the investigation, it is found to be highly desirable to change the independent variable in (14) from $z$ to $F$ and, correspondingly, in the integral therein from $\zeta$ to $T$, where $T=F(\zeta)$. However, before we can do this, we must first be sure that this inverse function $z(F)$ is one-valued. Since this is not necessarily the case [e.g., $z(F)$ will not be one-valued if $R$ is a ringshaped region surrounding an isolated simple zero of $f(z)$, even if $F(z)$ is made one-valued by a cut] for all allowable values of $F$ [corresponding to the requirement that $z$ satisfy $f(z) \neq 0$ ], we must, if we wish to make use of this transformation in (14), restrict the variable $z$ to a subregion $R_{1}$ of the region $R$ where $f(z) \neq 0$.

In applications of the WKB method we are usually concerned with a ring-shaped region $R$ encircling an isolated simple zero $c$, say, of $f(z)$. Throughout such a region $F(z)$ and its inverse $z(F)$ are certainly not onevalued, even if we make $F(z)$ one-valued by a suitable cut extending from $c$. However, it appears (see Appen$\operatorname{dix} \mathrm{A}$ ) that we can always find a subregion $R_{1}$ of it, wherein $z(F)$ is one-valued. Further, it will transpire that this restricted region $R_{1}$ is sufficiently extensive to permit, through deductive processes we now explain, a valid investigation by this means of the accuracy of the WKB method, for the complete region $R$. For, as will appear, the constants $(A, B)$ in the WKB approximation $W_{1}(z)$ of $W(z)$, take on different values in four wedge-shaped regions into which $R$ is divided by a certain quartet of nonintersecting curves which start out from the zero $z=c$ of $f(z)$. In the discussion we have termed these four subregions of $R$ the regions I, II, III, and IV. (See also Fig. 1.) It is found that the constants $(A, B)$ in all the regions are uniquely determined once their values in any particular one of them are known. It proves


Fic. 1. Stoke's regions near a zero of $f(z)$.
convenient in the theory to take region I as this "basic reference region." It can be shown that the constants ( $A, B$ ) for I are determined once the particular solution $W(z)$ of (1), to which we wish to approximate, has been chosen, and then, as has been just pointed out, the values of $(A, B)$ for the other regions follow at once. In this way, a knowledge of the WKB approximation function in the region $I$ is sufficient to determine it in all the other regions. Furthermore, since this region turns out to be within the region $R_{1}$ for which the inverse function $z(F)$ is one-valued, the error can be properly discussed by the proposed transformation for this particular region and then the error is determined, by the continuation property just explained, for the other regions as well. In this way the error $W-W_{1}$ can be estimated by the proposed transformation, for the whole region $R_{1}$, even though $z(F)$ may not be one-valued therein.

Hence, making the desired transformation of the independent variable in (14) from $z$ to $F$ and understanding that all analysis based thereon shall, in the first place, be restricted to regions where $z(F)$ is one-valued, we have

$$
\begin{align*}
\Omega_{( \pm)}(F)=1 \pm & \frac{i}{2} \int^{F}\left[1-e^{ \pm 2 i(T-F)}\right] \\
& \times \Omega_{( \pm)}(T)[f(\zeta)]^{-\frac{3}{4}}\left\{[f(\zeta)]^{-\frac{1}{4}}\right\}^{\prime \prime} d \zeta \tag{15}
\end{align*}
$$

where $F$ is written for $F(z), T$ is written for $F(\zeta)$, but the primes still refer to differentiation with respect to $\zeta$.

Before using this equation to obtain information about the error of the WKB approximation, it will be very useful to recapitulate briefly some relevant theory concerning the standard Volterra linear integral equation. This may be written as

$$
\begin{equation*}
\phi(x)=f(x)+\lambda \int_{a}^{x} K(x, \xi) \phi(\xi) d \xi \tag{16}
\end{equation*}
$$

and we suppose that $K(x, \xi)$ and $f(x)$ are continuous.
The process of successive approximation (iteration) applied to the standard equation (16) gives the series

$$
\begin{equation*}
S(x)=f(x)+\lambda \int_{a}^{x} K(x, \xi) f(\xi) d \xi+\sum_{m=2}^{\infty} \lambda^{m} K_{m}(x) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{m}(x)=\int_{a}^{x} \int_{a}^{\xi_{1}} \int_{a}^{\xi_{2}} \cdots \int_{a}^{\xi_{m-1}} K\left(x, \xi_{1}\right) \\
& \quad \times K\left(\xi_{1}, \xi_{2}\right) \cdots K\left(\xi_{m-1}, \xi_{m}\right), f\left(\xi_{m}\right) d \xi_{1} d \xi_{2} \cdots d \xi_{n}
\end{align*}
$$

Writing $M, M^{\prime}$, respectively, for the maximum moduli of $K(x, \xi)$ and $f(x)$ in the range, the modulus
of the general term of the series does not exceed $|\lambda|^{m} M^{m} M^{\prime}|x-a|^{m}$, and so the series converges uniformly when

$$
\begin{equation*}
|\lambda|<M^{-1}|x-a|^{-1} \tag{18}
\end{equation*}
$$

The sum function $S(x)$ defined by it is then a continuous function of $x$, and it is easy to verify, by actual substitution, that it satisfies the integral equation (16).

For the application to (14), $f(x) \equiv 1, \lambda=1$ and, by (17), the error in approximating the solution of (16) by $S(x) \equiv 1$, i.e., $S(x)-1$, satisfies the condition

$$
\begin{equation*}
|S(x)-1|<\frac{M|x-a|}{1-M|x-a|} \tag{19}
\end{equation*}
$$

So the relative error in using the corresponding WKB forms of the exact solutions $U_{( \pm)}(z)$ is summarized for these two cases by

$$
\begin{equation*}
\left|\Omega_{( \pm)}(z)-1\right|<\frac{M_{( \pm)}(z)|F(z)|}{1-M_{( \pm)}(z)|F(z)|} \tag{20}
\end{equation*}
$$

where $M(z)$ is now the maximum modulus of

$$
\frac{1}{2}\left[1-e^{ \pm 2 i(T-F)}\right]\{f(\zeta)\}^{-\frac{3}{2}}\left\{[f(\zeta)]^{-\frac{1}{2}}\right\}^{\prime \prime}
$$

upon the path of integration joining $T=0, \zeta=z_{0}$, to $T=F, \zeta=z$.

## B. The Behavior of the WKB Expression in the Region $I^{4}$

As already mentioned, we are usually concerned in applications with the problem of approximating a solution of (1) by this method in a ring-shaped region $R$ where $f(z) \neq 0$ surrounding an isolated, simple zero of this function. Now, an arbitrary change in the lower limit $z_{0}$ of the integral ( $7^{\prime}$ ) defining $F(z)$ only alters its value by a constant and so only changes the WKB functions $f^{-\frac{1}{4}} \exp ( \pm i F)$ by constant multipliers [which can thereupon be absorbed in the arbitrary constants $A, B$ of the general WKB function $W_{1}(z)$ of ( $9^{\prime}$ )].

Therefore, we say, without loss of generality, take

$$
\begin{equation*}
F(z)=\int_{o}^{z}[f(\zeta)]^{\frac{1}{2}} d \zeta \tag{21}
\end{equation*}
$$

where $c$ is an isolated simple zero of $f(z)$, provided, of course, that $f(z)$ is made one-valued by means of a suitable cut extending from the branch point $c$. The cut we have made (see Fig. 1) separates the region I $(0 \leq \arg F \leq \pi / 2)$ from the region IV $(5 \pi / 2 \leq$ $\arg F \leq 3 \pi)$; on the region I side of it, $\arg F=0$ and on the region IV side, $\arg F=3 \pi$. Also, $\arg f$ increases by $2 \pi$ in making a counterclockwise circuit

[^186]around $z=c$ from a point on the region I side of this cut to the corresponding point on the region IV side.

The definition (21) for $F(z)$ is the most convenient for analytical purposes and is therefore the one we adopt. Note carefully, however, that we may not alter the arbitrary constant $z_{0}$ to a zero $c$ of $f(z)$ in the integral term of integral equation (9), nor in the corresponding integral terms of the equations leading up to it. This is because of the singularity which occurs in these integrands at such zeros.

The region I can be mapped out by curves starting from the branch point $c$ along which $\arg F=k$, where $k$ is a constant for which $0 \leq k \leq \pi / 2$. These curves do not intersect after leaving the branch point $z=c$ and, if $s$ denotes arc length measured from this point along one of them,

$$
\begin{equation*}
[f(z)]^{\frac{1}{2}}=F^{\prime}(z)=e^{(k-\theta) i}(d / d s)|F(z)|, \tag{22}
\end{equation*}
$$

where $\theta$ is the angle made with $O x$ by the tangent to the curve at " $z$."

Since $f(z) \neq 0$ (except at $c$ ), $d|F(z)| / d s \neq 0$ (except at $c$ ). Since $F(c)=0$ and, necessarily, $|F(z)| \geq 0$, it follows ${ }^{5}$ that

$$
\begin{equation*}
d|F(z)| / d s>0 \tag{23}
\end{equation*}
$$

along a $k$ curve.
Hence, $|F(z)|$ is monotonically increasing along a $k$ curve and so tends to a limit or to $+\infty$. To see which possibility is correct, we remark that in physical applications we are most concerned with solutions of (1) which exhibit oscillatory (wavelike) behavior as $z \rightarrow+\infty$. Assuming for the present that we can secure sufficient conditions for the validity of the WKB approximations in region I sufficiently far from $z=c$, we have to have $z \rightarrow+\infty$ implying that $\operatorname{Re} F(z) \rightarrow$ $+\infty$ with $\operatorname{Im} F(z)>0$ and bounded. Note that this makes the positive real axis asymptotic (from the region I side) to the cut $\arg F=(0,3 \pi)$.
Thus the possibility that $F(z)$ tends to a limit as $s \rightarrow \infty$ along a $k$ curve is eliminated. The simplest sufficient condition on $f(z)$ to secure ${ }^{6}$ this is that $f(z) \rightarrow 0$ as $z \rightarrow \infty$ in region I; and we assume that $f(z)$ satisfies this condition.

To summarize, if $f(z)$ is analytic at, and in a region of sufficient extent around, a simple zero $z=c$ and if $f(z) \rightarrow 0$ as $z \rightarrow \infty$ in the region defined by

$$
0 \leq \arg \int_{c}^{z}[f(\zeta)]^{\frac{1}{2}} d \zeta \leq \pi / 2
$$

[^187]then
$$
|F(z)| \rightarrow \infty \quad \text { as } \quad z \rightarrow \infty
$$
in this region, and (in general) $f^{-\frac{1}{2}} e^{i F}$ becomes exponentially small while $f^{-\frac{1}{4}} e^{-i F}$ becomes exponentially large. The case $z \rightarrow+\infty$ is an important subcase of this, and for it, $\operatorname{Im} F$ remains bounded while $\operatorname{Re} F \rightarrow$ $+\infty$. The WKB forms are, in that case, oscillatory.

We are now in a position to examine the validity of the WKB approximation in region I.

## C. Examination of the WKB Approximation in the Region I

The general WKB form, corresponding to any particular solution $W(z)$ of (1), is $W_{1}(z)$, where $W_{1}(z)$ is as given by $\left(9^{\prime}\right)$. We write, therefore,

$$
\begin{equation*}
W(z)=\Omega(z) W_{1}(z) \tag{24}
\end{equation*}
$$

so that $\Omega(z)-1$ is the relative error incurred in using $W_{1}(z)$ instead of $W(z)$. Then we are interested in all the circumstances under which $\Omega(z)-1$ can be small.
Substituting in (9) to obtain the integral equation for $\Omega(z)$ and then changing the independent variable from $z$ to $F$ [valid where the inverse function to $F(z)$ is one-valued], we have

$$
\begin{align*}
\Omega(F)=1-\int_{F_{0}}^{F} & \sin (F-T) \frac{A e^{i T}+B e^{-i T}}{A e^{i F}+B e^{-i F}} \\
& \quad \times \Omega(T)\{f(\zeta)\}^{-\frac{3}{-}}\left[\{f(\zeta)\}^{-\frac{1}{2}}\right]^{\prime \prime} d T . \tag{25}
\end{align*}
$$

As mentioned already, this equation is valid in region I because the inverse function to $F(z)$ has the necessary one-valuedness there. The path of integration must not, however, include $\zeta=c(T=0)$ owing to $f(c)=0$.

Case I: $z \rightarrow \infty, \operatorname{Im} F \rightarrow \infty$ : Certainly, we may here take $\operatorname{Im} F\left(z_{0}\right)<\operatorname{Im} F(z),\left|F\left(z_{0}\right)\right|<|F(z)|$, and it is easy to construct a path of integration for the above integral whereon $\operatorname{Im} T$ is steadily increasing.
For, on a given $k$ curve, $\arg T=k,|T|$ continually increases from 0 to $+\infty$ as we move out on it from the branch point $c$; hence, so does $\operatorname{Im} T(=|T| \sin k)$. Thus $\operatorname{Im} T=\operatorname{Im} F_{0}$ for exactly one point, $X(k)$ say, of this $k$ curve. As $k$ is varied from $\arg F\left(z_{0}\right)$ to $\arg F(z), X(k)$ goes from $z_{0}$ to the corresponding single point $X\{\arg F(z)\}$ upon the $k$ curve $\arg T(\zeta)=$ $\arg F(z)$ through $\zeta=z$.
We now take the map of the path of integration for (25) on the $\zeta$ plane as follows: from $\zeta=z_{0}$ along curve $\operatorname{Im} T=\operatorname{Im} F_{0}$ to its single intersection with $k$ curve $\arg T=\arg F$; thence along this $k$ curve up to $\zeta=z(T=F)$. The corresponding path in the $T$ plane
is, of course, the two straight line segments $\operatorname{Im} T=$ $\operatorname{Im} F_{0}, \arg T=\arg F$, which join $T=F_{0}$ to $T=F$. For the present case,

$$
\begin{equation*}
\left|e^{-2 i F}\right| \gg|A / B| \tag{26}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
\left|e^{-2 i F_{0}}\right| \gg|A / B|, \tag{27}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sin (F-T) \frac{A e^{i T}+B e^{-i T}}{A e^{i F}+B e^{-i F}} \simeq \frac{i}{2}\left[1-e^{2 i(F-T)}\right] \tag{28}
\end{equation*}
$$

On the part of the integration path for which $\operatorname{Im} T=\operatorname{Im} F_{0},\left|e^{2 i(F-T)}\right|=e^{-2 \lim \left(F^{-}-F_{0}\right)}$ and is thus exponentially small. On the final part (where arg $T=$ $\arg F), e^{2 i(F-T)}$ is small except near $T=F$, where it approximates to unity. Then, however, the right of (28) is $O(T-F)$,giving a contribution to the integral in question from this last-mentioned part $O(T-F)^{2}$.

Hence we shall take ${ }^{7}$

$$
\begin{equation*}
\left|\sin (F-T) \frac{A e^{i T}+B e^{-i T}}{A e^{i F}+B e^{-i F}}\right| \doteqdot \frac{1}{2} \tag{29}
\end{equation*}
$$

in integral (25) for the case at present under study.
Hence, for the application of the theory of the Volterra integral equation-summarized from (16) to (19)-to the integral equation (25):

$$
\begin{equation*}
M<\epsilon / 8 \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\max \left(\frac{f^{\prime \prime}}{f^{2}}-\frac{5}{4} \frac{f^{\prime 2}}{f^{3}}\right) \tag{31}
\end{equation*}
$$

Application of (20) then shows that the relative error $\Omega(z)-1$ in using the WKB approximation satisfies the inequality

$$
\begin{equation*}
|\Omega(z)-1|<\frac{\epsilon l}{8-\epsilon l}, \tag{32}
\end{equation*}
$$

where $l$ is the length of the integration path in (25) and the bound in (30) is taken for that path. But $0 \leq \arg T \leq \pi / 2$ for the integration path, since, by hypothesis, this is in region I and $\left|F_{0}\right|<|F|$; hence, $l<\left|F_{0}\right|+|F|<2|F|$.

Hence, (32) becomes

$$
\begin{equation*}
|\Omega(z)-1|<\epsilon|F| /(4-\epsilon|F|) . \tag{33}
\end{equation*}
$$

For this to be small, say $<N^{-1}$, through a subregion $S$, say, of region I, we must have, for $z$ in $S$,

$$
\begin{equation*}
\epsilon<\frac{4}{N+1} \frac{1}{|F|} . \tag{34}
\end{equation*}
$$

[^188]Since $f^{\prime}$ and $f^{\prime \prime}$ are independent functions of $z$, it is desirable to have a sufficiency condition on each of these functions separately. Obviously that condition will be

$$
\begin{equation*}
\max \left\{\left|\frac{f^{\prime \prime}}{f}\right|,\left|\frac{f^{\prime}}{f^{\frac{3}{2}}}\right|\right\}<\frac{4}{3}\left[\frac{1}{(N+1)|F|}\right]^{\frac{1}{2}}, \tag{35}
\end{equation*}
$$

for the number on the right is the largest possible common upper bound for the two functions on the left to guarantee satisfaction of the condition (34).

The condition (35) certainly fails sufficiently close to the zero $c$ of $f$, since $f$ is then $O(z-c)$ while $F$ is $O(z-C)^{\frac{3}{2}}$. If we go far enough away from the zero, we have already seen that $|F|$ becomes as large as we please and so there is a possibility of the condition failing again then.

However, if $f$ is sufficiently slowly varying in a neighborhood of $c$ we can guarantee the existence of an annular region around $c$ where (35) will be satisfied.

Let $K(N)$ be the upper bound of values of $z-c$ for which

$$
\begin{align*}
f(z) & \doteqdot(z-c) f^{\prime}(c) \\
f^{\prime}(z) & \doteqdot f^{\prime}(c)  \tag{36}\\
f^{\prime \prime}(z) & \doteqdot f^{\prime \prime}(c)
\end{align*}
$$

are good approximations with relative error less than $N^{-1}$. Take $z-c<K(N)$.

Now, from the Taylor expansion of $f^{\prime}(z)$ about $z=c$, it is easy to see that, necessarily, $|z-c|<$ $\left|f^{\prime}(c)\right| f^{\prime \prime}(c) \mid$. For if not, $|z-c|>K(N)$. Therefore, (35) then becomes

$$
\begin{equation*}
\left|\frac{f^{\prime}}{f^{\frac{3}{2}}}\right|<\frac{4}{3}\left[\frac{1}{(N+1)|F|}\right]^{\frac{1}{2}}, \tag{37}
\end{equation*}
$$

which by (36) requires that

$$
\begin{equation*}
K(N)>|z-c|>\left[\frac{3}{8}(N+1)\right]^{\frac{2}{3}}\left|f^{\prime}(c)\right|^{-\frac{1}{3}} \tag{38}
\end{equation*}
$$

which gives a lower bound on $F$, so that

$$
\begin{equation*}
|F|>\frac{1}{4}(N+1) \tag{39}
\end{equation*}
$$

and then (37) is equivalent to

$$
\begin{equation*}
\left|\frac{f^{\prime}}{f^{\frac{3}{2}}}\right|>\frac{8}{3(N+1)} \tag{40}
\end{equation*}
$$

This shows that, when the WKB approximation is a reasonable one ( $N>5$, say) the ratio between the fundamental WKB forms $\exp (-2 i F)$ can become quite large, since by (39) $2|F|>\frac{1}{2}(N+1)$ for all $|z-c|>\left\{\frac{3}{8}(N+1)\right\}^{\frac{2}{3}}\left|f^{\prime}(c)\right|^{-\frac{1}{3}}$. This property will be used in the next section to obtain continuation relations connecting the WKB approximations to a given
solution of (1) in the various "Stokes" regions I, II, III, and IV already noted, which surround the zero $z=c$.

If

$$
\begin{equation*}
K(N)<\left[\frac{3}{8}(N+1)\right]^{\frac{{ }^{3}}{3}}\left|f^{\prime}(c)\right|^{-\frac{1}{3}} \tag{41}
\end{equation*}
$$

validity of the WKB method can only be guaranteed at points (if any such exist) which satisfy simultaneously the conditions $|z-c|>K(N)$ and (35). Note that a necessary (but not sufficient) condition for the existence of annulus (38) is

$$
\begin{equation*}
\left.\mid f^{\prime}(c)\right)^{\frac{1}{3}} /\left|f^{\prime \prime}(c)\right|>\left[\frac{3}{8}(N+1)\right]^{\frac{2}{3}} . \tag{42}
\end{equation*}
$$

Case 2: $z \rightarrow \infty$, Im $F$ Bounded: Here the forms $f^{-\frac{1}{2}} \exp ( \pm i F)$ are of the same order of magnitude so we may estimate the relative error involved in using either.

For instance, the ratio $\Omega$ of the solution of (1) corresponding to $f^{-\frac{1}{2}} \exp (-i F)$, to this form itself is given as a special case of (24) by taking $A=0$ and, hence, satisfies the equation

$$
\begin{align*}
& \Omega(F)=1-\frac{i}{2} \int_{F_{0}}^{F}\left[1-e^{2 i(F-T)}\right] \\
& \quad \times \Omega(T)[f(\zeta)]^{-\frac{1}{4}\left\{[f(\zeta)]^{-\frac{1}{2}}\right\}^{\prime \prime} d T .} \tag{43}
\end{align*}
$$

Using the same path of integration as before, we have thereon

$$
\begin{equation*}
\left|1-e^{2 i(F-T)}\right| \leq 2 \tag{44}
\end{equation*}
$$

so that now, following through the same steps as before,

$$
\begin{equation*}
|\Omega(z)-1| \leq \epsilon l /(4-\epsilon l) \tag{45}
\end{equation*}
$$

where $\epsilon$ is as defined before, and $l$ is the length of the integration path. But as $\arg F$ and $\arg F_{0}$ are in this case both small, then $l \doteqdot|F|-\left|F_{0}\right|<|F|$.

Hence, we obtain exactly the same upper bound for $|\Omega(z)-1|$ as before [see (33)] and, therefore, exactly the same sufficiency condition.

## 3. THE CONNECTION FORMULAS

If $f(z)$ has zeros, we may, by means of suitable cuts starting from these zeros, make $(f)^{\frac{1}{2}}$ and $F$ one-valued.

In order to see how a cut is to be made, note that, e.g., near the zero $c$ of $f(z)$, we have

$$
\begin{equation*}
F(z) \doteqdot \frac{2}{3}\left\{f^{\prime}(c)\right\}^{\frac{1}{2}}(z-c)^{\frac{3}{2}} \tag{46}
\end{equation*}
$$

and so the condition that $\arg (z-c)$ is not to increase by $2 \pi$ implies that arg $F$ must not increase by $3 \pi$.
We define the cut $C$ from $z=c$ by requiring that, sufficiently near $c$,

$$
\begin{equation*}
-\frac{1}{3} \arg f^{\prime}(c)<\arg z<2 \pi-\frac{1}{3} \arg f^{\prime}(c) \tag{47}
\end{equation*}
$$

in order to have, for convenience, the values of $\arg F$
on each side of the cut, independent of $\arg f^{\prime}(c)$. We then have $\arg F=0$ on one side of the cut and arg $F=$ $3 \pi$ upon the other.

The cut $C$ is shown in Fig. 1 by a thickened curve.
In Fig. 1, the continuous lines indicate where $F$ is purely real and the dotted ones where $F$ is purely imaginary. The arguments of $F$ on these curves are marked; also the symbols " $\pm i$ " against the curves mean that, thereon, $\operatorname{Re} F=0, \operatorname{Im} F \gtrless 0$, respectively; while the symbols " $\pm$ " mean that, on these curves, $\operatorname{Im} F=0, \operatorname{Re} F \gtrless 0$, respectively.

The dotted lines, upon which $F$ is pure imaginary, divide the $z$ plane round $c$ into regions I, II, III, and IV, defined by

```
region I: 0< arg F<\pi/2,
region II: }\pi/2<\operatorname{arg}F<3\pi/2
region III: }3\pi/2<\operatorname{arg}F<5\pi/2
region IV: }5\pi/2<\operatorname{arg}F<3\pi\mathrm{ .
```

These dotted lines are examples of what are sometimes called "Stokes lines," and it will be found that the constants $A, B$ in the WKB approximation ( $9^{\prime}$ ) to a given solution $W(z)$ of (1) are different for these different regions, and so can be regarded as changing discontinuously as we cross a "Stokes line." The phenomenon is caused by the fact that a function completely analytic through $R$ [i.e., the solution $W(z)$ of (1)] is being represented by a function formula having a line singularity through $R$, namely, the cut $C$ across which arg $F$ changes discontinuously. (It is often loosely stated that the WKB formula is manyvalued, but this, of course, is not so in view of the cut.)
Let $A_{1}, B_{1} ; A_{2}, B_{2} ; A_{3}, B_{3}$; and $A_{4}, B_{4}$ denote the values of the constants in the WKB approximation ( $9^{\prime}$ ) to a given solution $W(z)$ of (1), in the regions $I$, II, III, and IV, respectively. Then we have to express $\left(A_{2}, B_{2}\right),\left(A_{3}, B_{3}\right)$, and ( $A_{4}, B_{4}$ ) in terms of ( $A_{1}, B_{1}$ ), and we proceed to derive the formulas which effect this.

Let $u(z)$ be that solution whose WKB approximation in region II is $f^{-1} e^{i F}$, and $v(z)$ the solution whose approximation in II is $f^{-\frac{1}{-}} e^{-i F}$.

Then $u$ and $v$ are independent ${ }^{8}$ solutions of (1). Therefore, any other solution of this equation is a linear combination of $u$ and $v$, and so, in particular, are those solutions whose WKB approximations in region I are $f^{-\frac{1}{4}} e^{i F}, f^{-\frac{1}{2}} e^{-i F}$.

Hence, constants $\lambda_{1}, \hat{\lambda}_{1}, \mu_{1}, \hat{\mu}_{1}$ exist such that

$$
\begin{align*}
\lambda_{1} u(z)+\hat{\lambda}_{1} v(z) & \sim f^{-\frac{1}{2}} e^{i F},  \tag{49}\\
\mu_{1} u(z)+\hat{\mu}_{1} v(z) & \sim f^{-\frac{1}{2}} e^{-i F^{\prime}},
\end{align*} \quad \text { in region I. }
$$

[^189]Now by hypothesis, the expressions

$$
\begin{equation*}
f^{-\frac{1}{2}}\left(A_{2} e^{i F}+B_{2} e^{-i F}\right), \text { in region II, } \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{-\frac{1}{k}}\left(A_{1} e^{i F}+B_{1} e^{-i F}\right), \text { in region } \mathrm{I}, \tag{51}
\end{equation*}
$$

are the WKB approximations to the same solution of (1) in the regions quoted. But (50) is the approximation, in region II, of the exact solution $A_{2} u(z)+$ $B_{2} v(z)$ while, from (49), (51) is the approximation, in region I, of

$$
A_{1}\left[\lambda_{1} u(z)+\hat{\lambda}_{1} v(z)\right]+B_{1}\left[\mu_{1} u(z)+\hat{\mu}_{1} v(z)\right] .
$$

Hence,

$$
\begin{align*}
A_{1}\left[\lambda_{1} u(z)+\hat{\lambda}_{1} v(z)\right]+B_{1}[ & \left.\mu_{1} u(z)+\hat{\mu}_{1} v(z)\right] \\
& =A_{2} u(z)+B_{2} v(z) \tag{52}
\end{align*}
$$

so that, since $u$ and $v$ are fundamental solutions of (1), we have, equating coefficients

$$
\begin{align*}
A_{2} & =\lambda_{1} A_{1}+\mu_{1} B_{1}, \\
B_{2} & =\hat{\lambda}_{1} A_{1}+\hat{\mu}_{1} B_{1} . \tag{53}
\end{align*}
$$

[If (53) were not true, (52) would imply $u / v=$ const.]
Clearly, the $\lambda$ 's and $\mu$ 's are independent of the $A$ 's and $B$ 's because they were defined in the above argument before the latter constants were introduced.
Similarly we can prove that each constant in any given region is linearly dependent on the pair for any other.

## The Determination of the Constants in the Connection Relations

Consider the transition across the first Stokes line (the I-II boundary line, $\arg F=\frac{1}{2} \pi$ ) at distances sufficiently far from the zero $z=c$ of $f(z)$ to be in the region of validity for these WKB approximations, and also sufficiently far from $c$ to make $|F| \gg 1$.
Then, $\left|e^{-i F}\right|$ is very large upon this line and $\left|e^{i F}\right|$ very small; therefore, from continuity considerations across this boundary between regions I and II,

$$
\begin{equation*}
B_{2}=B_{1} \tag{54}
\end{equation*}
$$

while, by the preceding section,

$$
\begin{equation*}
A_{2}=\lambda_{1} A_{1}+\mu_{1} B_{1}, \tag{55}
\end{equation*}
$$

where $\lambda_{1}$ and $\mu_{1}$ are independent of $A_{1}$ and $B_{1}$.
Similarly, for a transition across the second Stokes line (the region II-III boundary, $\arg F=3 \pi / 2$ ), we have

$$
\begin{align*}
& A_{3}=A_{2}, \\
& B_{3}=\lambda_{2} A_{2}+\mu_{2} B_{2}, \tag{56}
\end{align*}
$$

where $\lambda_{2}, \mu_{2}$ are independent of $A_{2}$ and $B_{2}$ and so ${ }^{9}$ independent of $A_{1}$ and $B_{1}$.

[^190]Similarly, for the transition across the third Stokes line (region III-IV boundary, $\arg F=5 \pi / 2$ ), we have

$$
\begin{equation*}
B_{4}=B_{3} \tag{57}
\end{equation*}
$$

and, by the preceding section,

$$
\begin{equation*}
A_{4}=\lambda_{1} A_{3}+\mu_{1} B_{3} \tag{58}
\end{equation*}
$$

the constants here being the same as in the corresponding formula (55) above for the region I-II transition because the circumstances of the (III-IV) transition for the small exponential near this boundary are identical with those of the (I-II) transition for the small exponential at this boundary. (The difference between $\arg F$ at the two boundaries is $2 \pi$.)
Lastly, by continuity considerations for the exact solution being represented by these WKB forms for a transition across the cut $C$ at distances from $c$ sufficient to make $|F| \gg 1$ and to justify their use, and on considering a point $z=\xi$, say, just upon the region I side of the cut, we have

$$
\begin{align*}
& {[f(\xi)]^{-\frac{1}{[ }}\left[A_{1} e^{i F(\xi)}+B_{1} e^{-i F(\xi)}\right] } \\
&=-i[f(\xi)]^{-\frac{1}{1}}\left[A_{4} e^{-i F(\xi)}+B_{4} e^{i F(\xi)}\right] \tag{59}
\end{align*}
$$

since (as can be seen by considering the form of the functions near $z=c$ ) $\arg f$ increases by $2 \pi$ and $\arg F$ by $3 \pi$ when $z$ encircles the branch point $c$ in the positive sense once, starting from the point $\xi$ and ending up at the contiguous point just the other side of the cut.
Hence, by (59),

$$
\begin{align*}
& -i A_{4}=B_{1}, \\
& -i B_{4}=A_{1} . \tag{60}
\end{align*}
$$

These equations give

$$
\begin{array}{ll}
\lambda_{1}=\omega, & \mu_{1}=i / \omega \\
\lambda_{2}=i / \omega, & \mu_{2}=\omega \tag{61}
\end{array}
$$

where $\omega$ is one of the three cube roots of unity.
The only way the author could see of deciding which value of $\omega$ was the correct one for the WKB representation problem was to compare the above theory for the solution of (1) with a differential equation whose solutions are well known. The details appear in the author's forthcoming book, ${ }^{2}$ and the result is that we must take $\omega=1$ in the above.

## 4. CONNECTION OF THE WKB APPROXIMATION WITH THE SERIES APPROXIMATION VALID SUFFICIENTLY NEAR A ZERO OF $f(z)$

The requirements to be satisfied to ensure that the regions of validity of the two types of approximation should overlap (or at least adjoin) are rather involved. ${ }^{2}$

However, a necessary condition is that $f^{\prime \prime}(c)$ be small enough to make

$$
\begin{equation*}
\frac{\left|f_{0}^{\prime}\right|^{\frac{4}{3}}}{\left|f_{0}^{\prime \prime}\right|}>\max \left\{\frac{N}{40}\left[\frac{3}{8}(N+1)\right]^{3} ; \frac{N}{24}\left[\frac{3}{8}(N+1)\right]^{\frac{2}{3}}\right\} . \tag{62}
\end{equation*}
$$

When this situation exists, it appears ${ }^{2}$ that one formula can be used to approximate $W(z)$ within the entire circle surrounding $z=c$ which just contains the annulus (38) (wherein the WKB type forms are valid).

This single formula is

$$
\begin{align*}
W(z) \doteqdot & \left(\frac{1}{3 \pi}\right)^{\frac{1}{2}}\left[f^{\prime}(c)\right]^{\frac{1}{4}}(z-c)^{\frac{1}{2}} \\
& \times\left(A_{1} e^{5 i \pi / 12} H_{\frac{1}{2}}^{(1)}\left\{\frac{2}{5}\left[f^{\prime}(c)\right]^{\frac{1}{2}}(z-c)^{\frac{3}{2}}\right\}\right. \\
& \left.+B_{1} e^{-(5 i \pi / 22} H_{\frac{3}{2}}^{(2)}\left\{\frac{2}{3}\left[f^{\prime}(c)\right]^{\frac{1}{2}}(z-c)^{\frac{3}{3}}\right\}\right) . \tag{63}
\end{align*}
$$

An improved form of (63), which approximates to the given solution $W(z)$ of (1) better when $z$ is too far from $c$ for a linear approximation to $f(z)$ to be of any use (i.e., when $z$ is outside the above-mentioned circle), has been suggested by Langer ${ }^{10}$ and has been further refined by the present author. ${ }^{11}$ It is

$$
\begin{equation*}
\left(F / F^{\prime}\right)^{\frac{1}{2}}\left[A_{1} H_{\frac{1}{3}}^{(1)}(F)+B_{1} H_{\frac{1}{3}}^{(2)}(F)\right], \tag{64}
\end{equation*}
$$

where $F(z)$ is as we have defined it.
This approximation will be found to satisfy the equation

$$
\begin{equation*}
W^{\prime \prime}+\left(Q^{2}+\frac{5}{36} \frac{Q^{2}}{F^{2}}-\frac{3}{4} \frac{Q^{2}}{Q^{2}}+\frac{1}{2} \frac{Q^{\prime \prime}}{Q}\right) W=0 \tag{65}
\end{equation*}
$$

where

$$
Q=[f(z)]^{\frac{1}{2}} .
$$

## APPENDIX A: ON THE REQUIREMENTS FOR THE ONE-VALUEDNESS OF THE INVERSE FUNCTION TO $F(z)$

Let $R$ be the radius of the largest circle that can be drawn round the zero $z=c$ of $f(z)$ without enclosing any singularities, or other zeros, of $f$.
Then, from consideration of the Taylor expansion of $f$, we see that, provided the elementary function $(z-c)^{\frac{1}{2}}$ is made one-valued by a cut drawn from $c$ and extending to $\infty, f^{\frac{1}{2}}$ can be expanded in the following form:

$$
\begin{equation*}
f^{\frac{1}{2}}=\left\{f^{\prime}(c)\right\}^{\frac{1}{2}}(z-c)^{\frac{1}{2}}\left\{1+\sum_{n=1}^{\infty} a_{n}(z-c)^{n}\right\}, \tag{A1}
\end{equation*}
$$

and the power series is convergent in $|z-c|<R$. This being a Taylor series (A1) therefore defines $f^{\frac{1}{2}}$ inside the cut circle.

[^191]Integrating (A1) term by term, which is valid in view of the uniformity of convergence of the series inside its circle of convergence, we have an expression for $F(z)$ which can be written in the form

$$
\begin{equation*}
F(z)=\frac{2}{3}\left[f^{\prime}(c)\right]^{\frac{1}{2}}(z-c)^{\frac{3}{2}}\left[1+\sum_{n=1}^{\infty} b_{n}(z-c)^{n}\right], \tag{A2}
\end{equation*}
$$

the power series converging inside the same circle; and (A2) then defines $F(z)$ as a one-valued function inside the same cut circle, analytic therein except on the cut and at the branch point $c$.

We have, in the paper, chosen this cut so that $\arg F=0$ on one side of it and $\arg F=3 \pi$ on the other. In this cut plane, $0<\arg F<3 \pi$.

We show that the subregion $R_{1}$ of $|z-c|<R$, wherein the inverse $z(F)$ of $F(z)$ is one-valued, is defined by the condition $0<\arg F<2 \pi$ and so comprises the regions I, II, and part of III.

This is obvious enough for $z$ sufficiently near $c$, since there $F$ is also arbitrarily small and

$$
\begin{equation*}
z-c \doteqdot\left(\frac{3}{2}\right)^{\frac{2}{2}}\left[f^{\prime}(c)\right]^{-\frac{1}{5}} F^{\frac{2}{3}}, \tag{A3}
\end{equation*}
$$

and the only way to secure the one-valuedness of $F^{\frac{2}{3}}$ is to prevent $\arg F$ increasing or decreasing by $2 \pi$ or more. This, of course, is accomplished by making a cut in the $F$ plane from the branch point $F=0$, and, bearing in mind that the cut plane must include the desired reference region I of the text (for which $0<\arg F<\pi / 2$ ), we see that the cut must be made (as in the usual way for such a function) along the positive real $F$ axis; we have then, in this cut plane, $0<\arg F<2 \pi$.
Turning now to the general case, recall that $F(z)$ is given by (A2) with $z$ in the cut interior of the circle $|z-c|<R$, the cut being made by a curve drawn from $c$. In this cut region $0<\arg F<3 \pi$; on the cut $\arg F=0$ on one side and $\arg F=3 \pi$ upon the other.

Since

$$
1+\sum_{n=1}^{\infty} b_{n}(z-c)^{n}
$$

has, by the hypothesis on $f(z)$, no zeros in $|z-c|<R$ and is analytic in this circle,

$$
\left[1+\sum_{n=1}^{\infty} b_{n}(z-c)^{n}\right]^{-\frac{2}{3}}
$$

can be developed into the Taylor series

$$
1+\sum_{n=1}^{\infty} B_{n}(z-c)^{n}
$$

and the radius of convergence of this last series is also $R$.

For brevity writing

$$
\begin{equation*}
A=\left(\frac{3}{2}\right)^{\frac{2}{3}}\left[f^{\prime}(c)\right]^{-\frac{1}{3}} \tag{A4}
\end{equation*}
$$

we find that (A2) becomes

$$
\begin{equation*}
z-c=A \Lambda\left[1+\sum_{n=1}^{\infty} B_{n}(z-c)^{n}\right], \tag{A5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=F^{\frac{2}{2}} \tag{A6}
\end{equation*}
$$

In (A5), $z$ is in the interior of the circle $|z-c|=R$, cut as described (so that therein $0<\arg F<3 \pi$ ).

Now, throughout the circle $|z-c|<R$, the inverse function to $\Lambda, z(\Lambda)$ exists. For $\Lambda^{\prime}(z)=$ ${ }_{3}^{\frac{2}{3}} F^{-\frac{8}{3}} f^{\frac{1}{2}} \neq 0$.
But (A5) can be formally satisfied by

$$
\begin{equation*}
z-c=A \Lambda\left(1+\sum_{n=1}^{\infty} C_{n} \Lambda^{n}\right) \tag{A7}
\end{equation*}
$$

the coefficients $C_{n}$ of the Taylor series in ( 7 A ) being uniquely determined (in succession) by

$$
\begin{aligned}
C_{1} & =B_{1} A, \\
C_{2} & =B_{1} A C_{1}+B_{2} A^{2}, \\
C_{3} & =B_{1} A C_{2}+2 B_{2} A^{2} C_{1}+B_{3} A^{3}, \\
& .
\end{aligned}
$$

the formal manipulations involved (multiplying series by themselves, equating coefficients, etc.) being justified within the radii of convergence of the power series involved.

As just pointed out, we know that the inverse function $z(\Lambda)$ exists for $|z-c|<R$. Since by (A7) it is representable by a Taylor series, it must, therefore, be a unique function of $\Lambda$, analytic within the circle
of convergence of that Taylor series. The radius of convergence of this series for $z(\Lambda)$ will have to be $K$, where $K$ is the least upper bound of the set of positive numbers $k$ for which the inequality

$$
\begin{equation*}
|A| k\left|1+\sum_{n=1}^{\infty} C_{n} k^{n} e^{n i \theta}\right|<R \tag{A9}
\end{equation*}
$$

is true for all $\theta$ in $0<\theta<2 \pi$.
Thus the inverse of $\Lambda(z)$, namely $z(\Lambda)$, is a onevalued, analytic function of $\Lambda$ for $|\Lambda|<k, 0 \leq \Lambda \leq$ $2 \pi$, and therefore, in particular, it has this property in the sector $|\Lambda|<k, 0<\arg \Lambda<4 \pi / 3$. But, by (A6), the points of this sector are in $(1,1)$ correspondence with the set of values of $F$ for which $|F|<K^{\frac{3}{2}}$, $0<\arg F<2 \pi$. Hence, $z-c$ must be a one-valued function of $F$ for values of $F$ for which $|F|<K^{\frac{3}{2}}$, $0<\arg F<2 \pi$, i.e., for values of $z$ for which $0<\arg F<2 \pi,|z-c|<R$ (for $|F|<K^{\frac{3}{2}}$ implies $|\Lambda|<K$ which implies $|z-c|<R$ ), where $R$ is the radius of the greatest circle round the zero $c$ of $f(z)$ containing no other zeros or singularities of $f$.

## APPENDIX B: CRITICISMS OF PREVIOUS DERIVATIONS OF THE WKB CONNECTION FORMULAS

It appears that previous analysis is open to criticism on two counts:
(i) It is assumed without proof that the relation between the constants in the connection formulas for two different "Stokes regions" has necessarily to be linear.
(ii) The fact that there are three solutions to the equations giving the coefficients in the linear connection relations appears to have been overlookedand so also the consequent necessity of giving reasons why two of these solutions should be rejected.

# Linear Inequalities for Density Matrices 

Ernest R. Davidson*<br>Chemistry Department, University of Washington, Seattle, Washington

(Received 20 November 1968)


#### Abstract

A set of linear inequalities for the reduced two-body density matrix is presented. The general problem of finding all such inequalities is discussed. It is shown that all of the linear inequalities found so far for ensemble representability may be written as a single family of inequalities.


## INTRODUCTION

It is well known ${ }^{1}$ that the average energy of any system involving only one- and two-body forces may be expressed in terms of the two-body reduced density matrix $\Gamma$ defined by

$$
\begin{align*}
\Gamma\left(1,2 ; 1^{\prime}, 2^{\prime}\right) & =N(N-1) \int \Psi(1,2,3, \cdots, N) \\
\times & \Psi^{*}\left(1^{\prime}, 2^{\prime}, 3, \cdots, N\right) d X_{3} \cdots d X_{N} \tag{1}
\end{align*}
$$

Thus, if

$$
\begin{equation*}
H=h_{0}+\sum_{i=1}^{N} h_{1}(i)+\sum_{i \neq j}^{N} h_{2}(i, j), \tag{2}
\end{equation*}
$$

where $h_{0}, h_{1}$, and $h_{2}$ are zero-, one-, and two-particle operators, respectively, $H$ may be rewritten as

$$
\begin{equation*}
H=\sum_{i \neq j}^{N} g(i, j), \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
g(i, j)= & N^{-1}(N-1)^{-1} h_{0} \\
& +2^{-1}(N-1)^{-1}\left[h_{1}(i)+h_{1}(j)\right]+h_{2}(i, j) . \tag{4}
\end{align*}
$$

The operator $g$ is then called the reduced two-body Hamiltonian to $H$. The average energy $\bar{E}$ is then given by

$$
\begin{equation*}
\bar{E}=\int\left[g(1,2) \Gamma\left(1,2 ; 1^{\prime}, 2^{\prime}\right)\right]_{1^{\prime}=1}^{2^{\prime}=2}<1 X_{1} d X_{2} \tag{5}
\end{equation*}
$$

which is more usually written as

$$
\begin{equation*}
\bar{E}=\operatorname{Tr}(g \Gamma) \tag{6}
\end{equation*}
$$

This equation for $E$ only holds provided $\Psi$ is totally symmetric (bosons) or totally antisymmetric (fermions).

Similarly, if $H$ involves only one-body forces, $H$ may be written as

$$
\begin{align*}
H & =\sum_{i=1}^{N} h(i)  \tag{7}\\
h(i) & =h_{1}(i)+N^{-1} h_{0} \tag{8}
\end{align*}
$$

The average energy may then be expressed in terms of

[^192]the one-body reduced density $\gamma$, defined by
\[

$$
\begin{align*}
\gamma\left(1 ; 1^{\prime}\right)=N & \int \Psi(1,2, \cdots, N) \\
& \times \Psi^{*}\left(1^{\prime}, 2, \cdots, N\right) d X_{2} \cdots d X_{N} \tag{9}
\end{align*}
$$
\]

as

$$
\begin{equation*}
\bar{E}=\operatorname{Tr}(h \gamma) \equiv \int\left[h(1) \gamma\left(1 ; 1^{\prime}\right)\right]_{1^{\prime}=1} d X_{1} . \tag{10}
\end{equation*}
$$

In addition to these formulas for a single system, formulas for the average energy (per system of $N$ particles) in an ensemble are easily obtained. If the set $\left\{\Psi_{i}\right\}$ of orthonormal functions are the possible states of the system and if $\omega_{i}\left(\omega_{i} \geq 0, \sum_{i} \omega_{i}=1\right)$ is the probability in the ensemble of finding the system in state $\Psi_{i}$, then

$$
\begin{align*}
\Gamma & =\sum \omega_{i} \Gamma_{i},  \tag{11}\\
\gamma & =\sum \omega_{i} \gamma_{i}, \tag{12}
\end{align*}
$$

where $\Gamma_{i}$ and $\gamma_{i}$ are the reduced densities for $\Psi_{i}$, and Eq. (6) or Eq. (10) still holds for the energy. Further, if the ensemble consists of systems with varying numbers of particles so the set $\left\{\Psi_{i}\right\}$ includes states of various $N$, Eqs. (11) and (12) are still valid, but

$$
\begin{equation*}
\bar{E}=h_{0}+\operatorname{Tr}\left(h_{1} \gamma\right)+\operatorname{Tr}\left(h_{2} \Gamma^{-}\right) \tag{13}
\end{equation*}
$$

must be used to obtain $\bar{E}$.
It would be very nice if the average energy formulas could be used by making direct guesses to $\Gamma$ (or $\gamma$ ) without reference to any wavefunction. In order to obtain sensible results in such a procedure, it is necessary that the guessed $\Gamma$ be derivable, in the manner indicated above, from wavefunctions. This problem of determining the boundary conditions on $\Gamma$ is called the representability problem. If $\Gamma$ is to correspond to one $\Psi$, the boundary conditions are the pure-state $N$-representability conditions. If $\Gamma$ corresponds to an ensemble, the conditions should either be the ensemble $N$-representability condition or just the ensemble representability conditions.

Many such conditions are known. From its definition, $\Gamma$ is obviously a positive Hermitian kernel. Further

$$
\begin{equation*}
\Gamma\left(1,2 ; 1^{\prime}, 2^{\prime}\right)= \pm \Gamma\left(2,1 ; 1^{\prime}, 2^{\prime}\right) \tag{14}
\end{equation*}
$$

where + is used for bosons and - for fermions. In addition, an upper bound on the eigenvalues of $\Gamma$ is known for the pure-state case. ${ }^{2}$ There are also the socalled $G$-matrix conditions, ${ }^{3} Q$-matrix conditions, ${ }^{3}$ and the Weinhold inequalities. ${ }^{4}$
For the purpose of doing calculations on the ground state of a molecule, it is only necessary to find the conditions on $\Gamma$ such that Eq. (6) will give an upper bound to the ground-state fermion energy of the Schrödinger equation. This problem has not been solved, and the conditions presented in this paper are undoubtedly stronger than necessary to guarantee "variational stability." Variational stability will be used in this context to mean that Eq. (6) or (13) gives a permitted energy of the system.

Clearly a necessary set of representability conditions on $\Gamma$ is that

$$
\begin{equation*}
E_{\min } \leq \bar{E} \leq E_{\max } \tag{15}
\end{equation*}
$$

where $E_{\text {min }}$ and $E_{\text {max }}$ are the minimum and maximum eigenvalues of $H$. The whole set of these variational stability inequalities for all H provides a solution to the representability problem. ${ }^{3,5}$ It is hoped, however, that a subset of them would suffice for the Schrödinger Hamiltonian $H_{s}$.

## I. CONDITIONS ON THE 1-MATRIX

Suppose $H$ is of the form of Eq. (7). Then, if $\left\{\phi_{i}\right\}_{i=1}^{r}$ are the eigenfunctions of $h$ with eigenvalues $\mu_{i}\left(\mu_{i} \leq \mu_{i+1}\right)$ in a truncated space of dimension $r$,

$$
\begin{equation*}
h=\sum_{i=1}^{r} \mu_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| . \tag{16}
\end{equation*}
$$

The eigenvalues of $H$ are now

$$
\begin{equation*}
E_{\left\{i_{1}, \cdots, i_{N}\right\}}=\sum_{j=1}^{N} \mu_{i_{j}}, \tag{17}
\end{equation*}
$$

with wavefunctions

$$
\begin{equation*}
\Psi=\operatorname{det}\left|\phi_{i_{1}}(1), \cdots, \phi_{i_{N}}(N)\right| . \tag{18}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
E_{\max }=\sum_{i=r-N+1}^{r} \mu_{i} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{\min }=\sum_{i=1}^{N} \mu_{i} \tag{20}
\end{equation*}
$$

If
$\lambda_{i}=\left\langle\phi_{i}\right| \gamma\left|\phi_{i}\right\rangle \equiv \int \phi_{i}^{*}(1) \gamma\left(1 ; 1^{\prime}\right) \phi_{i}\left(1^{\prime}\right) d X_{1} d X_{1}^{\prime}$,
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\[

$$
\begin{equation*}
\bar{E}=\sum_{i=1}^{r} \lambda_{i} \mu_{i} . \tag{22}
\end{equation*}
$$

\]

The fermion conditions on $\gamma$ are now easily obtained if Eq. (15) is to hold for every choice of the $\phi_{i}$ and $\mu_{i}$. First, $\tilde{E}$ must be real, so the $\lambda_{i}$ must be real for every $\phi_{i}$. Hence $\gamma$ must be a Hermitian kernel. Now if $\mu_{r}=1$ and $\mu_{i}=0, i<r$, then

$$
\begin{equation*}
0 \leq \lambda_{r} \leq 1 \tag{23}
\end{equation*}
$$

must hold for every $\phi_{r}$. Hence the eigenvalues of $\gamma$ must all lie between zero and one. Further, if all $\mu_{i}=1$, then

$$
N \leq \sum_{i=1}^{r} \lambda_{i} \leq N
$$

so

$$
\begin{equation*}
\operatorname{Tr}(\gamma)=\sum_{i=1}^{r} \lambda_{i}=N . \tag{24}
\end{equation*}
$$

These conditions will now be shown to be sufficient:

$$
\sum_{i=1}^{r} \mu_{i} \lambda_{i}=\sum_{i=1}^{N} \mu_{i}-\sum_{i=1}^{N} \mu_{i}\left(1-\lambda_{i}\right)+\sum_{i>N}^{r} \mu_{i} \lambda_{i} ;
$$

but by Eqs. (23) and (24), ( $1-\lambda_{i}$ ) and $\lambda_{i}$ are positive, so

$$
\sum_{i=1}^{r} \mu_{i} \lambda_{i} \geq E_{\min }-\mu_{N} \sum_{i=1}^{N}\left(1-\lambda_{i}\right)+\mu_{N+1} \sum_{i>N}^{r} \lambda_{i} .
$$

But by Eq. (24),

$$
\sum_{i=1}^{N}\left(1-\lambda_{i}\right)=\sum_{i>N}^{r} \lambda_{i}=\Delta \geq 0
$$

so

$$
\sum_{i=1}^{r} \mu_{i} \lambda_{i} \geq E_{\min }+\left(\mu_{N+1}-\mu_{N}\right) \Delta \geq E_{\min }
$$

A similar proof holds for the upper bound, so Eqs. (23) and (24) are sufficient for fermion-ensemble N -representability.

For an ensemble with variable $N$, Eq. (23) is still true, and Eq. (24) becomes

$$
\begin{equation*}
0 \leq \operatorname{Tr}(\gamma) \leq r \tag{25}
\end{equation*}
$$

since

$$
E_{\max }=\max _{(N)} \sum_{i=r-N+1}^{r} \mu_{i}
$$

and

$$
E_{\min }=\min _{(N)} \sum_{i=1}^{N} \mu_{i}
$$

These conditions are sufficient for ensemble representability. The general conditions for pure-state $N$-representability may not be derived in this manner and are still unknown.

For bosons,

$$
E_{\max }=N \mu_{r}
$$

and

$$
E_{\min }=N \mu_{1},
$$

so the ensemble $N$-representability conditions are

$$
\begin{equation*}
0 \leq \lambda_{i} \leq N \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Tr}(\gamma)=\sum_{i=1}^{r} \lambda_{i}=N . \tag{27}
\end{equation*}
$$

For variable $N$, Eqs. (26) and (27) should be replaced by

$$
\begin{aligned}
& 0 \leq \operatorname{Tr}(\gamma) \leq \infty, \\
& 0 \leq \lambda_{i} \leq \infty,
\end{aligned}
$$

since there is no upper bound to the number of bosons which may occupy a one-particle state.

These conditions on $\gamma$ are, of course, not new ${ }^{6}$ and are merely presented here as an illustration of the results obtainable from Eq. (15). The simplicity of these results is in direct contrast with the complexity of the results obtained in the next section for the 2matrix.

## II. CONDITIONS ON THE 2-MATRIX

## A. General Considerations for Ensemble $N$-Representability

Let us consider operators $H$ of the form of Eq. (2) on a finite linear vector space $\mathcal{M}$. Then every $H$, except multiples of the identity, may be mapped by a transformation into a new operator $H^{\prime}$ which has $E_{\max }^{\prime}=\delta$ and $E_{\min }^{\prime}=\epsilon$. Thus, if

$$
H^{\prime}=\alpha(H-\beta \mathbf{1})
$$

where $\alpha$ and $\beta$ are real numbers and $\alpha>0$, the choice

$$
\begin{align*}
& \beta=E_{\max }-\alpha^{-1} \delta,  \tag{28}\\
& \alpha=(\delta-\epsilon) /\left(E_{\max }-E_{\min }\right)>0 \tag{29}
\end{align*}
$$

gives the correct $H^{\prime}$. Further, if $\Gamma$ is correctly normalized so that

$$
\begin{equation*}
\operatorname{Tr}(\Gamma)=N(N-1), \tag{30}
\end{equation*}
$$

the inequality (15) is equivalent to

$$
\begin{equation*}
\epsilon \leq \bar{E}^{\prime} \leq \delta \tag{31}
\end{equation*}
$$

This may be seen from the fact that

$$
g^{\prime}=\alpha g-\alpha \beta N^{-1}(N-1)^{-1}
$$

so

$$
\vec{E}^{\prime}=\operatorname{Tr}\left(g^{\prime} \Gamma\right)=\alpha \operatorname{Tr}(g \Gamma)-\alpha \beta .
$$

[^194]Equation (31) then becomes

$$
\alpha^{-1} \epsilon+\beta \leq \operatorname{Tr}(g \Gamma) \leq \alpha^{-1} \delta+\beta
$$

But if Eqs. (28) and (29) are solved for $E_{\text {max }}$ and $E_{\text {min }}$,

$$
\begin{aligned}
E_{\max } & =\alpha^{-1} \delta+\beta \\
E_{\min } & =\alpha^{-1} \epsilon+\beta .
\end{aligned}
$$

So Eq. (31) implies Eq. (15). Thus it is sufficient to use Eq. (30) and the inequalities resulting from those $H$ with $E_{\max }=\delta$ and $E_{\min }=\epsilon$.

Now consider the sets of operators

$$
\begin{equation*}
\underset{\text { and }}{\mathcal{G}=\left\{H \mid E_{\max }=\delta, E_{\min }=\epsilon, H=\sum_{i \neq j} g(i, j)\right\}, ~} \tag{32}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{H}=\left\{H \mid E_{\max } \leq \delta, E_{\min } \geq \epsilon, H=\sum_{i \neq j} g(i, j)\right\} \tag{33}
\end{equation*}
$$

Since $\mathcal{G} \subset \mathfrak{H}$, satisfying Eq. (31) for all elements of $\mathfrak{H}$ is equivalent to satisfying it for all elements of $\mathcal{G}$, even though for the interior points of $\mathcal{H e}$ stronger inequalities could be written. But for elements of $\mathscr{H}$, a linear combination $H=\sum X_{i} H_{i}$ with $X_{i}>0$ and $\sum_{i} X_{i}=1$ satisfies $E_{\max } \leq \delta$ and $E_{\text {min }} \geq \epsilon$, so $H$ is in $\mathfrak{H}$. Further, if Eq. (31) is satisfied for all the $H_{i}$, so that
then

$$
\epsilon \leq \operatorname{Tr}\left(g_{i} \Gamma\right) \leq \delta
$$

$$
\epsilon=\sum X_{i} \epsilon \leq \operatorname{Tr}(g \Gamma) \leq \sum X_{i} \delta=\delta
$$

So Eq. (31) is satisfied for $H$ and is a weaker inequality for $H$ than for some of the $H_{i}$. Thus $\mathfrak{H}$ is a convex set and the set $\mathcal{G}$ is part of its boundary. Among the boundary points of $\mathscr{H}$, there are some, called extreme points, which are not linear combinations of any others. These provide the strongest inequalities, and all other elements of $\mathcal{H}$ (and hence all other inequalities) are linear combinations of these. Hence one solution to the representability problem would be to find the extreme points of $\mathcal{H}$. Further, if only calculations involving a particular $H_{s}$ were to be done, it would be sufficient to know enough of the extreme points $K_{i}$ to allow the expansion of $H_{s}^{\prime}$ (the mapping of $H_{s}$ in $\mathfrak{G}$ ) in the $K_{i}$ :

$$
H_{s}^{\prime}=\sum X_{i} K_{i} .
$$

If the inequality (31) were satisfied for just these extreme points, $\bar{E}_{s}$ would necessarily be an allowed energy of $H_{s}$. Although this argument, strictly speaking, holds only for bounded operators, it applies to any truncated representation of $H_{s}$ in a finite vector space $\mathfrak{R}$ for which all matrix elements of $H_{s}$ are bounded. Thus these conditions would be sufficient for calculations as they are normally performed.

The extreme points of $\mathfrak{H e}$ are not yet known. Some progress can be made, however, by considering for each $H$ in $\mathscr{H}$ the sets

$$
\begin{equation*}
\Re_{H}=\{\Psi \mid H \Psi=\delta \Psi\} \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{L}_{H}=\{\Psi \mid H \Psi=\epsilon \Psi) \tag{35}
\end{equation*}
$$

where the $\Psi$ are elements of the truncated vector space $\mathfrak{R}$. Now if $H$ is not an extreme point of $\mathfrak{H}$, it may be written as the average of two other members of $\mathcal{H}$, say $J$ and $K$,

$$
H=x J+y K, \quad x>0, \quad y>0, \quad x+y=1
$$

But then

$$
\langle\Psi| H|\Psi\rangle=x\langle\Psi| J|\Psi\rangle+y\langle\Psi| K|\Psi\rangle,
$$

so

$$
\langle\Psi| H|\Psi\rangle=\delta
$$

only if $\Psi \in \mathcal{K}_{J}$ and $\Psi \in \mathcal{K}_{K}$. Thus

$$
\begin{align*}
\mathfrak{K}_{H} & =\mathbb{K}_{J} \cap \mathfrak{K}_{K},  \tag{36}\\
\mathfrak{L}_{H} & =\mathfrak{L}_{J} \cap \mathfrak{L}_{K} . \tag{37}
\end{align*}
$$

Further, if for some $H, \mathscr{K}_{H} \cup \mathfrak{C}_{H}$ is empty, then $H \pm \alpha 1$ is still in $\mathscr{H}$ for $\alpha$ sufficiently small and $H=\frac{1}{2}(H+\alpha \mathbf{1})+\frac{1}{2}(H-\alpha \mathbf{1})$. Hence if $\mathcal{K}_{H} \cup \mathfrak{L}_{H}$ is empty, $H$ is not extreme. Those extreme points of $\mathscr{H}$ required to express the inequalities in $\mathcal{G}$ can be seen from Eqs. (32), (34), and (35) to have neither $\mathcal{K}_{H}$ nor $\mathfrak{£}_{H}$ empty. There are some extreme points of $\mathfrak{H}$ with either $\mathcal{K}_{H}$ or $\mathfrak{L}_{H}$ empty, however. For example, by Eqs. (36) and (37) it follows that $\delta 1$ and $\epsilon 1$ are extreme points of $\mathfrak{H}$.

For a different choice of $\epsilon$ and $\delta$, a new set

$$
J_{E^{\prime}}=\left\{H^{\prime} \mid E_{\max } \leq \delta^{\prime} \text { and } E_{\min } \geq \epsilon^{\prime}\right\}
$$

results. If the elements of $\mathscr{H}^{\prime}$ are mapped into the elements of $\mathfrak{H}$ by the transformation

$$
H=\alpha\left(H^{\prime}-\beta \mathbf{1}\right),
$$

with

$$
\alpha=(\delta-\epsilon) /\left(\delta^{\prime}-\epsilon^{\prime}\right)
$$

and

$$
\beta=\left(\epsilon^{\prime} \delta-\delta^{\prime} \epsilon\right) /(\delta-\epsilon)
$$

the linear combinations $H^{\prime}=\sum X_{i} H_{i}^{\prime}$ map into $H=\sum X_{i} H_{i}$ for $X_{i}>0, \sum X_{i}=1$, where each $H_{i}^{\prime}$ maps into the corresponding $H_{i}$. So the inequalities in $\mathscr{S E}^{\prime}$ are equivalent to their images in $\mathscr{H}$, and the extreme points of $\mathscr{H}^{\prime}$ are mapped into extreme points of $\mathcal{H}$. Thus every choice of $\epsilon$ and $\delta$ gives an equivalent set of extreme points. In order to simplify the proofs, it is convenient to choose $\delta=-\epsilon=1$ so that $H$ and $-H$ are both in $\mathscr{H}$, and $-H$ is extreme if $H$ is
extreme. With this choice, only half of the inequalities need be considered since those for $H$ and $-H$ are identical. Hence, let us specialize to the set

$$
\begin{equation*}
\mathscr{H}^{*}=\left\{H \mid E_{\max } \leq 1, E_{\min } \geq-1, H=\sum_{i \neq j} g(i, j)\right\} \tag{38}
\end{equation*}
$$

With this set $\mathfrak{L}_{H}=\mathcal{K}_{-H}$ and $\mathcal{K}_{H}=\mathfrak{E}_{-H}$. Also, if there is an element $H$ of $\mathscr{H}^{*}$ with $\varlimsup_{H} \cup \mathfrak{L}_{H}$ empty, then $\alpha H$ is still in $H^{*}$ for some values of $\alpha>1$.

Now suppose $H$ and $J$ are elements of $\mathcal{J e}^{*}$ with

$$
\Pi_{H} \subseteq \Pi_{J}
$$

and

$$
\mathfrak{E}_{H} \subseteq \mathfrak{L}_{J}
$$

Then, for every $1 \geq \epsilon \geq 0$,

$$
P=(1-\epsilon) H+\epsilon J \in \mathcal{K}^{*} .
$$

Further, $Q=(1+\epsilon) H+\epsilon(-J)$ is in $\mathscr{H e}^{*}$ for $\epsilon>0$ sufficiently small even though $1+2 \epsilon>1$. This may be seen from the fact that

$$
\begin{aligned}
\langle\Psi| Q|\Psi\rangle & =1, \quad \Psi \in \varkappa_{H}, \\
& =-1, \quad \Psi \in \mathscr{L}_{H}, \\
& =(1+\epsilon)\langle\Psi| H|\Psi\rangle-\epsilon\langle\Psi| J|\Psi\rangle,
\end{aligned}
$$

$\Psi \notin \mathbb{K}_{H} \cup \mathfrak{L}_{H}$.
But in this last case, $\langle\Psi| Q|\Psi\rangle$ will be less than 1 if

$$
\epsilon<(1-\langle\Psi| H|\Psi\rangle) /(1+\langle\Psi| H|\Psi\rangle)
$$

and greater than -1 if

$$
\epsilon<(1+\langle\Psi| H|\Psi\rangle) /(1-\langle\Psi| H|\Psi\rangle)
$$

Thus if the least value of the right-hand side of these inequalities is selected over all $\Psi \notin \mathbb{K}_{H} \cup \mathfrak{L}_{H}$, an $\epsilon>0$ will be found such that $Q \in \mathscr{H}^{*}$. But then

$$
H=\frac{1}{2} P+\frac{1}{2} Q,
$$

so $H$ is not an extreme point.
If for any $H$ in He* there exists another operator $J$ in ${ }^{\text {Ee*}}$ with

$$
\varkappa_{H} \subseteq \varkappa_{J}
$$

and

$$
\mathfrak{L}_{H} \subseteq \mathfrak{L}_{J},
$$

then $H$ is not an extreme point of $\mathfrak{J e}^{*}$. Conversely, by Eqs. (36) and (37), if there is no such operator J, then $H$ must be extreme.
It follows at once from this that 1 is the only extreme point with $\mathcal{L}$ empty and $\mathbf{- 1}$ is the only extreme point with $K$ empty. For any other selection of $\mathfrak{L}$ and $\Pi$, there are three possibilities:
(i) No $H$ of the form of Eq. (2) exists in Je*. In this case there are no extreme points $H$ for which
$\mathfrak{£} \subseteq \mathfrak{L}_{H}$ and $K \subseteq \Pi_{H}$ and some $\Psi$ must be dropped from $\mathcal{L}$ or $\mathbb{K}$ in order to obtain an extreme point.
(ii) Exactly one $H$ of the form of Eq. (2) exists in $\mathscr{H}^{*}$. In this case $H$ is an extreme point.
(iii) Several $H_{i}$ of the form of Eq. (2) exist in $\mathscr{H}^{*}$. In this case $\mathcal{L}$ or $\AA$ is not large enough, since by the construction of $Q$ given above it is possible to find an operator in $\mathfrak{K e}^{*}$ for which

$$
\mathfrak{L} \subseteq \mathfrak{L}_{Q}
$$

and

$$
\varkappa \subseteq \varkappa_{Q}
$$

and equality does not hold in both cases.
Clearly for the case that $\mathcal{L} \cup \mathbb{K}$ is the whole truncated vector space, there is only one operator $H$ for each choice of $\Pi$. If this can be written in the form of Eq. (2), it is an extreme point of $\mathcal{H e}^{*}$; if not, there is no extreme point of that form. In any case, if the set $\Psi_{i}$ spans the space $K$, the set $\phi_{i}$ spans the space $\mathcal{L}$, and the set $\chi_{i}$ spans the residual of the finite vector space $\mathcal{R}$, it can always be written as

$$
\begin{equation*}
H=\sum_{i}\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}^{\prime}\right|-\sum_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|+\sum_{i j} \mu_{i j}\left|\chi_{i}\right\rangle\left\langle\chi_{j}\right|, \tag{39}
\end{equation*}
$$

where $\mu$ is a Hermitian matrix with eigenvalues less than 1 in absolute value. The question, then, is whether there is a choice of the $\mu_{i j}$ for which $H$ can also be written in the form of Eq. (2). It is unfortunately true that the extreme points of $\mathscr{E}^{*}$ depend on the truncated vector space $\mathfrak{R}$. From Eq. (39) it is clear that an extreme point of $\mathscr{X}^{*}(\mathcal{R})$ will not generally be an extreme point for $\mathcal{K}^{*}\left(\mathcal{R}^{\prime}\right)$.

All of the above discussion applies equally well to the ensemble representability problem for variable $N$, if Eq. (13) is used for the average energy and $E_{\text {max }}$ is replaced by $\max E_{\text {max }}(N)$ and $E_{\text {min }}$ is replaced by $\min E_{\text {min }}(N)$. In any expression such as $H \Psi$ it is to ( N$)$ be understood that $H(1, \cdots, N)$ is used if $\Psi$ involves $N$ particles. The space $\mathcal{R}$ would contain wavefunctions $\Psi$ of various $N$.

For the special case of $N=2$, the extreme points of $\mathfrak{K e}^{*}(\mathcal{R})$ may be written by inspection. Consider every distinct partitioning of $\mathcal{R}$ into two subspaces $\mathbb{K}$ and $\mathcal{L}$, so that $K \cup \mathfrak{L}=\mathcal{R}$. Then, if the $\Psi_{i}(1,2)$ span $\varkappa$ and the $\phi_{i}(1,2)$ span $\mathcal{L}$,

$$
\begin{aligned}
H & =g(1,2)+g(2,1), \\
g(1,2) & =\frac{1}{2}\left\{\sum\left|\Psi_{i}\right\rangle\left\langle\Psi_{i}\right|-\Sigma\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|\right\} .
\end{aligned}
$$

A complete set of ensemble 2 -representability conditions in $\mathcal{R}$ then is

$$
\begin{gathered}
\operatorname{Tr}(\Gamma)=2 \\
-2 \leq \sum_{i}\left\langle\Psi_{i}\right| \Gamma\left|\Psi_{i}\right\rangle-\sum_{i}\left\langle\phi_{i}\right| \Gamma\left|\phi_{i}\right\rangle \leq 2
\end{gathered}
$$

where

$$
\begin{aligned}
&\langle\Psi| \Gamma|\Psi\rangle=\int \Psi^{*}(1,2) \Gamma\left(1,2 ; 1^{\prime}, 2^{\prime}\right) \\
& \times \Psi\left(1^{\prime}, 2^{\prime}\right) d X_{1} d X_{1}^{\prime} d X_{2} d X_{2}^{\prime}
\end{aligned}
$$

For a different choice of $\epsilon$ and $\delta$, i.e., $\epsilon=0, \delta=1$, these conditions may be written in the more transparent form

$$
0 \leq \sum_{i}\left\langle\Psi_{i}\right| \Gamma\left|\Psi_{i}\right\rangle \leq 2
$$

which is true provided

$$
\left\langle\Psi_{i}\right| \Gamma\left|\Psi_{i}\right\rangle \geq 0, \quad \text { for all } \Psi_{i}
$$

and

$$
\operatorname{Tr}(\Gamma)=2
$$

That is, for $N=2$, it is necessary and sufficient that $\Gamma$ be positive-definite and properly normalized. For purestate representability, it is obvious that

$$
\left.\left|\left\langle\Psi_{i}\right| \Gamma\right| \Psi_{j}\right\rangle\left.\right|^{2}=\left\langle\Psi_{i}\right| \Gamma\left|\Psi_{i}\right\rangle\left\langle\Psi_{j}\right| \Gamma\left|\Psi_{j}\right\rangle
$$

which is a much stronger requirement, since it is equivalent to saying $\Gamma$ has only one nonzero eigenvalue.

An alternative convex set may be defined. Every $H$ of the form of Eq. (2) can be mapped into the set

$$
\begin{equation*}
\mu=\left\{H \mid E_{\min }=0, H=\sum_{i \neq j} g(i, j)\right\} \tag{40}
\end{equation*}
$$

by the mapping used previously. Since the upper bound is not specified, the mapping is not unique. This set is part of the boundary of the set

$$
\begin{equation*}
v=\left\{H \mid E_{\min } \geq 0, H=\sum_{i \neq j} g(i, j)\right\} \tag{41}
\end{equation*}
$$

Since every upper-bound condition on $H$ is equivalent to a lower-bound condition on $-H$, it is sufficient to consider lower bounds only. Since every condition in $\mu$ is also in $v$, the inequalities

$$
\begin{equation*}
\operatorname{Tr}(g \Gamma) \geq 0, \text { for } H \in v \tag{42}
\end{equation*}
$$

contain all the information in Eq. (15) if $\operatorname{Tr}(\Gamma)=$ $N(N-1)$. The set $v$ is a convex cone since every $H$ of the form

$$
H=\sum X_{i} H_{i}, \quad X_{i}>0, \quad \text { and } \quad H_{i} \in v
$$

is also in $v$ (regardless of $\sum_{i} X_{i}$ ). Further, if the inequalities [Eq. (42)] hold for the $H_{i}$, they hold, and are weaker, for $H$ itself. The set $v$ may then be characterized by its extreme rays-those operators $H$ in $v$ which are not linear combinations of other operators in $v$ with positive coefficients, but which are arbitrary within a positive multiplicative constant.
Now consider for each $H$ in $v$ the set $\omega_{H}=$ $\{\Psi \mid H \Psi=0\}$. From the previous discussion [see

Eq. (37)], it is obvious that if $J, K \in v$ and $H=$ $x J+y K(x, y>0)$, then

$$
\begin{equation*}
\omega_{H}=\omega_{J} \cap \omega_{K} \tag{43}
\end{equation*}
$$

Further, if $\omega_{H}$ is empty, $H$ is not extreme in $v$ because

$$
H=\frac{1}{2}(H+\alpha \mathbf{1})+\frac{1}{2}(H-\alpha \mathbf{1}),
$$

and $H \pm \alpha 1$ is in $v$ for $\alpha$ sufficiently small. Also if $H$ and $J$ are in $v$ and

$$
\omega_{H} \subseteq \omega_{J}
$$

then $H \pm \epsilon J$ is in $v$ for $\epsilon>0$ and sufficiently small. For $H-\epsilon J$, it is only necessary to choose

$$
\langle\Psi| H|\Psi\rangle-\epsilon\langle\Psi| J|\Psi\rangle>0, \text { for all } \Psi \notin \omega_{H}
$$

There is a maximum nonzero choice of $\epsilon$ which satisfies this equation. But then

$$
H=\frac{1}{2}(H+\epsilon J)+\frac{1}{2}(H-\epsilon J),
$$

so $H$ is not extreme.
If for any $H$ in $v$ there exists another operator $J$ in $v$ with $\omega_{H} \subseteq \omega_{J}$, then $H$ is not on an extreme ray of $v$. Conversely, by Eq. (43), if there is no such operator $J$, then $H$ is extreme.

Hence, for a given $\omega$ spanned by the set of functions $\Psi_{i}$, the residual of the vector space $\Re$ may be spanned by a set $\chi_{i}$ and $H$ will have the form

$$
H=\sum \mu_{i j}\left|\chi_{i}\right\rangle\left\langle\chi_{j}\right|,
$$

where $\mu$ is a positive-definite Hermitian matrix. The question, then, is whether this $H$ may also be expressed in the form of Eq. (2) for some choice of $\mu$, and if so, is the choice of $\mu$ unique (within a multiplicative constant).

For the special case of $N=2, \omega$ may be chosen to be the whole space $\mathfrak{R}$ orthogonal to one element $\chi$. Then

$$
H=g(1,2)+g(2,1),
$$

where

$$
g=\frac{1}{2}|\chi\rangle\langle\chi|
$$

is on an extreme ray of $v$ with the corresponding inequality

$$
\langle\chi| \Gamma|\chi\rangle>0 .
$$

Further, by the theorems given above, all extreme rays are of this form. Together with the trace condition

$$
\operatorname{Tr}(\Gamma)=2
$$

this provides a complete set of conditiors on $\Gamma$ for $N=2$. It will be noticed that $v$ is more convenient in this case than $\mathscr{H}^{*}$ and has fewer extreme rays than $\mathscr{J e *}^{*}$ has extreme points.

## B. Subclass of Conditions on the 2-Matrix

Consider a fermion system of $N$ particles:

$$
H=\sum_{i \neq j}^{N} g(i j),
$$

where

$$
\begin{equation*}
g(i j)=\sum_{k, l}^{r} \alpha_{k l}\left|\phi_{k}(i) \phi_{l}(j)\right\rangle\left\langle\phi_{k}(i) \phi_{l}(j)\right| \tag{44}
\end{equation*}
$$

and

$$
\begin{align*}
& S=\left\{\Phi_{I}\left|\Phi_{I}=(N!)^{-\frac{1}{2}} \operatorname{det}\right| \phi_{i_{1}}(1), \cdots, \phi_{i_{M}}(N) \mid\right. \\
&\left.1 \leq i_{1}<i_{2} \cdots<i_{N} \leq r, I=\left\{i_{1}, \cdots, i_{N}\right\}\right\} \tag{45}
\end{align*}
$$

Since the identity operator is in this set

$$
g=N^{-1}(N-1)^{-1} \sum_{k, l}^{r}\left|\phi_{k} \phi_{\nu}\right\rangle\left\langle\phi_{k} \phi_{l}\right|
$$

all of the previous theorems remain true for this subset of operators. But for this simplified form, the $\Phi_{I}$ are the eigenfunctions of $H$ in $S$ with eigenvalues

$$
\begin{equation*}
E_{I}=\sum_{j \neq k} \alpha_{i, i_{k}} \tag{46}
\end{equation*}
$$

Hence, the requirement that $H$ be in $\mathcal{J e}^{*}$ is simply

$$
\begin{equation*}
-1 \leq E_{I} \leq 1, \text { for all } I \tag{47}
\end{equation*}
$$

and the requirement that $H$ be in $v$ is just

$$
\begin{equation*}
E_{I} \geq 0, \quad \text { for all } I \tag{48}
\end{equation*}
$$

Further, this set of operators is not a trivial subset. If

$$
\begin{align*}
\lambda_{i j} & =\left\langle\phi_{i} \phi_{j}\right| \Gamma\left|\phi_{i} \phi_{j}\right\rangle \\
& =\int \phi_{i}^{*}(1) \phi_{j}^{*}(2) \Gamma \phi_{i}\left(1^{\prime}\right) \phi_{j}\left(2^{\prime}\right) d X_{1} d X_{1}^{\prime} d X_{2} d X_{2}^{\prime} \tag{49}
\end{align*}
$$

then

$$
\lambda_{i}=(N-1)^{-1} \sum_{j} \lambda_{i j} .
$$

The following examples are of interest (all $\alpha_{i j}$ not specified are zero):
$\alpha_{k k}=1 \Rightarrow 0 \leq \lambda_{k k} \leq 0$,
$\alpha_{i j}=-\alpha_{j i}=1 \Rightarrow 0 \leq \lambda_{i j}-\lambda_{j i} \leq 0$,
$\alpha_{i j}=1(i \neq j) \Rightarrow 0 \leq \lambda_{i j} \leq 1$,
$\alpha_{i j}=1$ for $j=1, \cdots, r \Rightarrow 0 \leq \lambda_{i} \leq 1$,
$\alpha_{i j}=1 \quad$ all $\quad i, j \Rightarrow N(N-1) \leq \sum_{i . j}^{r} \hat{\lambda}_{i j} \leq N(N-1)$
except

$$
\begin{align*}
& \alpha_{i j}=N-2 \Rightarrow \lambda_{i j} \leq \lambda_{i}  \tag{56}\\
& \alpha_{i k}=-1, \alpha_{k j}=-1, k=1, \cdots, r
\end{align*}
$$

except

$$
\begin{align*}
& \alpha_{i j}=N-3 \Rightarrow 0 \leq 1-\lambda_{i}-\lambda_{j}+\lambda_{i j}  \tag{57}\\
& \alpha_{i p}=-1, p=1, \cdots, r
\end{align*}
$$

except

$$
\begin{align*}
& \alpha_{i j}=N-2=\alpha_{i k} \\
& \alpha_{k j}=-(N-1) \Rightarrow \lambda_{i j}+\lambda_{i k} \leq \lambda_{i}+\lambda_{k j}  \tag{58}\\
& \alpha_{i p}=\alpha_{j, p}=\alpha_{p, k}=-1, p=1, \cdots, r
\end{align*}
$$

except

$$
\begin{align*}
& \alpha_{i k}=\alpha_{j k}=\alpha_{i j}=N-3, \alpha_{j i}=0 \\
& \quad \Rightarrow 0 \leq 1-\lambda_{i}-\lambda_{j}-\lambda_{k}+\lambda_{i k}+\lambda_{j k}+\lambda_{i j} \tag{59}
\end{align*}
$$

This list includes all of the Weinhold linear inequalities. ${ }^{4}$

In fact, the restricted set of $H$

$$
\begin{aligned}
\tilde{H}=\left\{H \mid E_{\max } \leq 1, E_{\min } \geq-1\right. & H=\sum_{i \neq j} g(i, j) \\
& \left.g=\sum \alpha_{k l}\left|\phi_{k} \phi\right\rangle\left\langle\phi_{k} \phi\right|\right\}
\end{aligned}
$$

or

$$
\begin{aligned}
& \tilde{v}=\left\{H \mid E_{\min } \geq 0, H=\sum_{i \neq j} g(i, j)\right. \\
& \\
& \left.\qquad \quad g=\sum \alpha_{k l}\left|\phi_{k} \phi_{l}\right\rangle\left\langle\phi_{k} \phi_{l}\right|\right\}
\end{aligned}
$$

can generate all of the linear inequalities which can be expressed using only the $\lambda_{i j}$. This follows because $\operatorname{Tr}(g \Gamma)$ would involve other quantities if $g$ had nondiagonal terms. If the orbitals $\phi_{i}$ are subjected to a unitary transformation $\phi_{i}=\sum U_{i i} \phi_{j}^{\prime}$, then similar inequalities must hold for every $\lambda_{i j}^{\prime}$. Even the requirement that all these inequalities hold simultaneously for every unitary transformation is not a complete set of restrictions, however. ${ }^{5}$ For instance, for every extreme ray in $v$ there must be some function $\Psi \in \omega$ and some other element $\Psi^{\prime \prime} \notin \omega$ (or else $g \equiv 0$ ). For the extreme points of $\mathscr{H}^{*}$ there must be at least one $\Psi^{\prime} \in \mathbb{K}$ and one $\Psi^{\prime \prime} \in \mathcal{L}$. In either case, specification of $\Psi$ and $\Psi^{\prime}$ specifies $2\binom{r}{N}-3$ free parameters if $\Psi$ and $\Psi^{\prime \prime}$ are an orthonormal pair. But if this $H$ corresponding to $\Psi$ and $\Psi^{\prime}$ could be written in terms of the extreme points of $\tilde{\mathscr{H}}$ or $\tilde{v}$, it would imply

$$
\begin{array}{rlrl}
\Psi & =\sum C_{I}^{\prime} \Phi_{I}^{\prime}, & & I \text { in } \mathcal{K}(\text { or } I \in \omega) \\
\Psi^{\prime} & =\sum C_{I}^{\prime} \Phi_{I}^{\prime}, & I \text { in } \mathcal{L}(\text { or } I \notin \omega),
\end{array}
$$

with

$$
\Phi_{I}^{\prime}=(N!)^{-\frac{1}{2}} \operatorname{det}\left|\phi_{i_{1}}^{\prime}(1) \cdots \phi_{i_{N}}^{\prime}(N)\right|
$$

But this last form contains only $\binom{r}{N}-2$ free coefficients $C_{I}^{\prime}$, and $\binom{r}{2}$ free coefficients $U_{i j}$. Hence, in general, an element of $\mathcal{G}$ or $\mu$ is not in any of the sets $\tilde{J}^{\prime}$ or $\tilde{v}^{\prime}$.

For example, for $N=2$, the complete set of extreme points of $\tilde{\mathscr{E}}$ are given by partitioning the Slater determinants from $S$ into two sets $\mathcal{K}$ and $\mathbb{L}$. This gives the inequalities

$$
\begin{gathered}
\sum_{i, j} \lambda_{i j}=2 \\
-2 \leq \sum_{i j} \sigma_{i j} \lambda_{i j} \leq 2
\end{gathered}
$$

where $\sigma_{i j}=( \pm 1)_{i j}$, and there are $2^{z}$ extreme points [where $z=\binom{r}{2}$ ]. The extreme rays of $\tilde{v}$ give the inequalities

$$
\lambda_{i j} \geq 0
$$

and there are only $\binom{r}{2}$ extreme rays. For every matrix $\boldsymbol{\omega}$, however,

$$
\Psi_{i}=\sum \omega_{I i} \Phi_{1}
$$

there are $\binom{r}{2}$ extreme rays of $v$, and the total number of extreme rays of $v$ is infinite and nondenumerable.

Now let us deal only with $\Gamma$ of the correct fermion symmetry, so $\lambda_{i j}=\lambda_{j i}$ and $\lambda_{i i}=0$. In this case it is sufficient to consider

$$
g(i, j)=\sum_{l>k}^{r} \alpha_{k l}\left|\phi_{k} \phi_{l}\right\rangle\left\langle\phi_{k} \phi_{l}\right|
$$

for which

$$
E_{I}=\sum_{i>k}^{N} \alpha_{i_{k} i_{l}}
$$

The extreme points of the set $\tilde{\mathscr{H}}$ may then be found by finding $H$ such that

$$
\begin{aligned}
& \mathcal{K}=\left\{I \mid I=\left\{i_{1}, \cdots, i_{N}\right\}\right. \\
& \\
& \left.\quad 1 \leq i_{1}<i_{2} \cdots<i_{N} \leq r, \sum_{l>k}^{N} \alpha_{i_{k} i_{l}}=1\right\} \\
& \mathcal{L}=\{I \mid I= \\
& \left\{i_{1}, \cdots, i_{N}\right\} \\
& \\
& \left.1 \leq i_{1}<i_{2} \cdots<i_{N} \leq r, \sum_{l>k}^{N} \alpha_{i_{k}, i_{l}}=-1\right\}
\end{aligned}
$$

This leads to the set of linear equations

$$
\begin{aligned}
& \sum_{l>k}^{N} \alpha_{i_{k} i_{l}}=1, \quad I \in \mathcal{K} \\
& \sum_{l>k}^{N} \alpha_{i_{k} i_{l}}=-1, \quad I \in \mathbb{L}
\end{aligned}
$$

and the inequalities

$$
\left|\sum_{l>k}^{N} \alpha_{i_{k} i_{l}}\right| \leq 1, \quad I \notin \pi \cup \mathcal{L} .
$$

These may be solved by a systematic procedure. Since there are $\left(\begin{array}{c}\binom{2}{2} \\ \text { ) }\end{array}\right.$ linearly independent sums in the set of ( $\left.\begin{array}{c}r \\ N\end{array}\right)$ possible sums. If $\binom{r}{2}$ independent sums are picked from the $\left(\begin{array}{r}\mathfrak{N}\end{array}\right)$ possible, and partitioned between $K$ and $\mathcal{L}$ in every possible way, there results

$$
2^{\left({ }_{2}\right)}\binom{\binom{r}{N}}{\binom{r}{2}}
$$

sets of equations, each one of which may correspond to an extreme point of $\tilde{\mathscr{H}}$. If the solution to one of these sets of equalities does not satisfy the inequalities, there is no extreme point with $K \subseteq K_{H}$ and $\mathfrak{L} \subseteq \mathfrak{L}_{H}$. If the inequalities are satisfied, then the solution is an extreme point of $\tilde{\mathcal{H}}$. Since generally $\Pi \subset \Pi_{H}$ and $\mathfrak{L} \subset \mathfrak{L}_{H}$, many of the sets $\mathbb{K}, \mathfrak{L}$ will generate the same extreme point.
The extreme rays of $\tilde{v}$ may be generated in a similar manner. The extreme rays satisfy the conditions

$$
\sum_{i>k}^{N} \alpha_{i_{k} i_{l}}=0, \quad I \in \omega
$$

and

$$
\sum_{i>k}^{N} \alpha_{i k i} \geq 0, \quad I \notin \omega .
$$

The set of equalities has a unique solution (within an arbitrary constant) only if the rank is $\binom{\tau}{2}-1$. Thus, if $\binom{\tau}{2}-1$ sums are picked out of the $\binom{r}{N}$ possible, there results

$$
\binom{\binom{r}{N}}{\binom{r}{2}-1}
$$

sets of equations, each one of which may give an extreme ray of $\tilde{v}$. Again, if the solution to one of these systems of equalities does not satisfy the inequalities, there is no extreme point of $\tilde{v}$ with $\omega \subseteq \omega_{H}$. If all the inequalities are satisfied, then the solution is an extreme ray of $\ddot{v}$. Usually $\omega \subset \omega_{H}$, so many of the sets of equations generate the same extreme ray.

This calculation has been carried out for $\tilde{v}$, for $N=3$ and $r=5$ and 6. The results are the same as the inequalities given by Kuhn. ${ }^{7}$ These may be written

[^195]in the notation of Weinhold and Wilson as
\[

$$
\begin{aligned}
& r=5, N=3, \quad 1-\lambda_{i}-\lambda_{j}+\lambda_{i j} \geq 0, \\
& r=6, N=3, \quad 1-\lambda_{i}-\lambda_{j}+\lambda_{i j} \geq 0, \\
& \lambda_{i}-\lambda_{i j} \geq 0, \\
& 1-\lambda_{i}-\lambda_{j}-\lambda_{j}+\lambda_{i j}+\lambda_{i k}+\lambda_{j k} \geq 0, \\
& \lambda_{i j} \geq 0 .
\end{aligned}
$$
\]

It will be noticed that both of these examples lead to Weinhold inequalities. This raised the immediate question whether the Weinhold conditions contained all of the extreme rays in general. This was unlikely, since the Weinhold conditions were generated originally (from a completely different viewpoint) by considering operators $H$ which were idempotent. Clearly there should be some extreme rays of $\tilde{v}$ with more than two distinct eigenvalues, and these would give new conditions on $\Gamma$. Two examples are easily found:

$$
\begin{align*}
1-\sum_{i=1}^{q} \lambda_{i}+\sum_{i<j}^{q} \lambda_{i j} \geq 0, \quad q=1,2,3, \cdots,  \tag{60}\\
\lambda_{u+1}-\sum_{i=1}^{q} \lambda_{i, q+1}+\sum_{i<j}^{q} \lambda_{i j} \geq 0, \quad q=1,2, \cdots \tag{61}
\end{align*}
$$

These are Weinhold conditions for $q=1,2$ and are new conditions for $q>2$. They have been verified in some cases to be extreme rays of $\check{v}$ for $r$ sufficiently larger than $N+q$. For large $r$ and $N$, the sets of linear equations for the extreme rays become too numerous, so it is impractical to carry out the calculations.

For the example of $g$, given by Eq. (44), a second approach is possible which is more practical, since the results are independent of $r$ and $N$. This new set of inequalities may be generated by considering the general form of the Weinhold and Wilson results,

$$
f=\alpha+\sum_{i=1}^{q} \beta_{i} \lambda_{i}+\sum_{i<j}^{q} \gamma_{i j} \lambda_{i j} .
$$

This $f$ is positive-semidefinite, provided that it is positive or zero for every $\Psi_{I}$ in $\mathcal{S}$. This follows because $f$ may be generated from $\operatorname{Tr}(g \Gamma)$; so, for a legitimate $\Gamma$, we have

$$
f \geq E_{\min }=\min _{I} \operatorname{Tr}\left(g \Gamma_{I}\right)=\min _{I} f_{I} .
$$

If one lets ( $i$ ) denote the subset of Slater determinants (for $r \geq N \geq q$ ) with $\phi_{i}$ occupied, ( $i$ ) the set with $\phi_{i}$ empty, and (ij) the set with $\phi_{i}$ occupied and $\phi_{j}$ empty, etc., then the $\Psi_{I}$ may be split into $2^{a}$ subsets according to the occupancy of $q$ of the orbitals. The expression $f$ gives the same value for all $\Psi_{I}$ in one of these subsets. So if $\mathcal{f}$ is the set of all these subsets for which $f$ is zero,

Table I. Some conditions on the 2 matrix.

|  |  | $p, s, t$ |
| :---: | :---: | :---: |
| $q=1$ | $1-\lambda_{i} \geq 0$ | 1, 0, 1 |
|  | $\lambda_{i} \geq 0$ | 0, 1, 0 |
| $q=2$ | $1-\lambda_{i}-\lambda_{j}+\lambda_{i j} \geq 0$ | 2,0,1 |
|  | $\lambda_{i}-\lambda_{i j} \geq 0$ | 1,1,0 |
|  | $\lambda_{i j} \geq 0$ | 0,2, -1 |
| $q=3$ | $1-\lambda_{i}-\lambda_{j}-\lambda_{k}+\lambda_{2 j}+\lambda_{i k}+\lambda_{j k} \geq 0$ | 3, 0, 1 |
|  | $\lambda_{i}+\lambda_{k j}-\lambda_{i j}-\lambda_{i k} \geq 0$ | 2, 1,0 |
|  | + all permutations of those for $q=2$ |  |
| $q=4$ | $1-\lambda_{i}-\lambda_{j}-\lambda_{k}-\lambda_{l}+\lambda_{i j}+\lambda_{i k}+\lambda_{i l}+\lambda_{j k}+\lambda_{j l}+\lambda_{k l} \geq 0$ | 4, 0, 1 |
|  | $\lambda_{i}+\lambda_{k j}+\lambda_{2 j}+\lambda_{k l}+\lambda_{1 j}-\lambda_{i k}-\lambda_{i l} \geq 0$ | 3, 1, 0 |
|  | $\lambda_{i}+\lambda_{j}+\lambda_{i j}+\lambda_{k l}-\lambda_{i k}-\lambda_{2 l}-\lambda_{j k}-\lambda_{j l} \geq 0$ | 2, 2, -1 |
|  | $1+2 \lambda_{i}-\lambda_{j}-\lambda_{k}-\lambda_{i}-\lambda_{i j}-\lambda_{i k}-\lambda_{i l}+\lambda_{i k}+\lambda_{j i}+\lambda_{j k} \geq 0$ | 1,3, -2 |
|  | $3-2 \lambda_{i}-2 \lambda_{j}-2 \lambda_{k}-2 \lambda_{l}+\lambda_{i j}+\lambda_{i k}+\lambda_{i l}+\lambda_{j k}+\lambda_{j l}+\lambda_{k l} \geq 0$ | 0,4, -3 |
|  | + all permutations of those for $q=2,3$ |  |

then $f$ generates an independent inequality, provided

$$
\mathcal{F} \ddagger J^{\prime}
$$

for some other $f^{\prime}$. Following the procedure given previously, if $\binom{a+1}{2}$ of the $2^{q}$ subsets are selected and the corresponding $f_{I}$ is set equal to zero, an $f$ may be found. If it is unique, and positive on the other subsets, it is an independent condition for this $q$. In this way a maximum of

$$
\binom{2^{q}}{\binom{q+1}{2}}
$$

inequalities may be found. This has been done for $1 \leq q \leq 4$, and the results are given in Table I. These conditions are a sufficient set of ensemble representability conditions for $r=q$ (within the subspace $\tilde{v}$ ). They will not be complete for $N$ representability, however, if there exists some $f$ which is excluded from the list because it is negative only on subsets with more than $N$ occupied orbitals. For example,

$$
\lambda_{i}+\lambda_{j}-\lambda_{i j}-\lambda_{i k}-\lambda_{j l} \geq 0
$$

is an extreme ray of $\tilde{v}$ for $r=10$ and $N=3$ but is not in Table I for $q=4$.

Although larger values of $q$ would require too much computer time, the results obtained so far may be generalized. For example, all of the conditions in Table I and in Eqs. (60) and (61) can be generated
from the single inequality

$$
\begin{align*}
\frac{1}{2} t(t+1)- & t \sum_{i=1}^{p} \lambda_{n_{i}}+(t+1) \sum_{j=1}^{s} \lambda_{m_{J}} \\
& +\sum_{i<j}^{p} \lambda_{n_{i} n_{j}}+\sum_{i<j}^{s} \lambda_{m_{i} m_{j}}-\sum_{i, j}^{p, s} \lambda_{n_{i} m_{j}} \geq 0 \tag{62}
\end{align*}
$$

where ( $n_{1}, \cdots, n_{p}$ ) and ( $m_{1}, \cdots, m_{s}$ ) are disjoint subsets of $(1, \cdots, r)$, and $t$ is an integer. This may easily be seen to be true. If, for some $\Psi_{I}, j$ of the $\phi_{n_{i}}$ and $k$ of the $\phi_{m_{i}}$ are occupied, the left-hand side takes the value

$$
\frac{1}{2}\left\{\left[j-k-t-\frac{1}{2}\right]^{2}-\frac{1}{4}\right\},
$$

which is nonnegative for all integers $j, k, t$. Table I gives the values of $p, s$, and $t$ which generate the inequalities given there. It is conceivable that Eq. (62) would generate all of the ensemble representability conditions which may be expressed using only the $\lambda_{i}$ and $\lambda_{i j}$. Table I has the obvious pattern

$$
(p, s, t)=(q-k, k, 1-k), \quad k=0,1, \cdots, q .
$$

Since $(p, s, t)$ and ( $s, p,-t-1$ ) give the same inequality, $k=2,3$ are not needed for $q=3$.

## III. RELATION TO SOME PREVIOUS CONDITIONS

As shown above, the Weinhold inequalities may easily be derived by these methods and stronger inequalities produced. In fact, it has been shown by Erdah ${ }^{8}$ and Kummer ${ }^{9}$ that many of the Weinhold

[^196]conditions are extreme points for the less stringent case of fermion ensemble representability (variable $N$ ). The nonnegativity of the $G$ matrix and $Q$ matrix ${ }^{3}$ generally imposes conditions on the matrix elements of $\Gamma$ other than $\lambda_{i}$ and $\lambda_{i j}$, and hence these matrices contain some restrictions from $v$ not contained in $\tilde{v}$. For some particular examples of the $G$-matrix conditions which involve only the $\lambda_{i j}$, however, the Weinhold inequalities are easily shown to be stronger conditions.
The Sasaki upper bound ${ }^{2}$ on the eigenvalue of $\Gamma$ could easily be derived by considering
$$
g=|\omega(i, j)\rangle\langle\omega(i, j)|,
$$
where
$$
\langle\omega(i, j) \mid \omega(i, j)\rangle=1 .
$$

Then

$$
0 \leq\langle\omega| \Gamma|\omega\rangle \leq E_{\max }
$$

and the maximum $E$ for any $\omega$ gives the upper bound to the eigenvalues of $\Gamma$. The solution of this is known. For even $N$ and $r$, for example,

$$
\omega=\left(\frac{2}{r}\right)^{\frac{1}{2}} \sum_{i \operatorname{odd}}^{r} \frac{1}{\sqrt{2}} \operatorname{det}\left|\phi_{i} \phi_{i+1}\right|
$$

and

$$
\Psi=\mathfrak{A}[\omega(1,2) \cdots \omega(N-1, N)]
$$

gives

$$
E_{\max }=N-r^{-1} N(N-2) .
$$

The general problem of finding the extreme points of $\mathscr{H}^{*}$ or $v$ is very difficult. First of all, the number of subsets $Ж$ and $\mathfrak{L}$ (or $\omega$ ) which may be selected from $\mathcal{R}$ is not denumerable. The examples of the restricted $\mathfrak{H e}$ and $\tilde{v}$ were solvable only because the restrictions on $H$ made the number of ways of selecting $\AA$ and $\mathcal{L}$ (or $\omega$ ) finite. Further, most selections of $\omega$ will not lead to an operator $H$ in $v$. This may be seen from the fact that if $\mathcal{R}$ is S , the space of $\left({ }_{N}^{r}\right)$ Slater determinants, then an arbitrary wavefunction in $\mathcal{R}$ contains ( ${ }_{N}^{r}$ ) free parameters while $g$ contains only $r^{4}$ [really only $\binom{2}{2}$, where $z=\binom{r}{2}$, if permutation symmetry is built into $\Gamma$ and $g$ ]. It is easy to write a set of $\binom{r}{N}$ linear equations for the $r^{4}$ matrix elements $g_{i j k l}$, such that

$$
g=\sum g_{i j k l}\left|\phi_{i} \phi_{j}\right\rangle\left\langle\phi_{k} \phi_{l}\right|,
$$

expressing the fact that

$$
H \Psi=E \Psi
$$

For most selections of $\Psi^{\circ}$ these equations have no
solution. From this, one might conclude that for many of the extreme rays of $v, \omega$ contains only one function $\Psi$. Because the ways of selecting $\omega$ are not denumerable, the number of extreme rays may be infinite, and no systematic searching procedure may be devised to discover them. This is equally true for the sets $\mathcal{K}$ and $\mathbb{L}$ so the same difficulty exists in $\mathscr{H}^{*}$.

From these dimensional considerations, one may conjecture that, except for a set of measure zero, all the elements of $\mu$ are on extreme rays of $v$ for $\binom{r}{d}>r^{4}$. If this is true, then an arbitrary operator such as the Schrödinger operator $H_{s}$ almost always maps onto an extreme ray of $v$ when it is mapped into $\mu$. Thus, probably, the condition for the variational stability of $\operatorname{Tr}\left(g_{s} \Gamma\right)$,

$$
E_{\max }\left(H_{s}\right) \geq \operatorname{Tr}\left(g_{s} \Gamma\right) \geq E_{\min }\left(H_{s}\right)
$$

is independent of all other ensemble $N$-representability conditions. Thus, if this conjecture is true, it will always be impossible to calculate $E_{\text {min }}$ by variation of $\Gamma$ subject to previously known $N$-representability conditions.

The possibility still appears to exist that sufficient nonlinear inequalities might be found to guarantee variational stability. That this is probably impossible may be seen from the fact that all of the linear inequalities may be replaced by the single nonlinear inequality

$$
\min _{g}\left\{\operatorname{Tr}(g \Gamma)-E_{\min }(g)\right\} \geq 0 .
$$

This is nonlinear because the $g^{*}$ for which the expression is minimum is a function of $\Gamma$. For a fixed $\Gamma$, this single inequality is necessary and sufficient for ensemble $N$-representability. If $\operatorname{Tr}\left(g_{s} \Gamma\right)$ were minimized subject to this constraint, however, $g^{*}$ would usually turn out to be $g_{s}$, and $E_{\min }\left(g_{s}\right)$ would still have to be calculated by other methods.
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#### Abstract

In analogy with the metrics of Schwarzschild and de Sitter, a first-order approximation to the spherically symmetric solution of Einstein's field equations is found where the deviation from the fiat Minkowski space-time is given by potentials of the gravitational force and the cosmical $\Lambda$ force. It is shown that in the Newtonian approximation the forces acting per unit mass of the fluid are the assumed gravitational self-attraction and cosmical $\Lambda$ force.


## 1. INTRODUCTION

Schlüter ${ }^{1}$ has shown that the cosmical constant $\Lambda$ in Einstein's field equations may be interpreted as a force parameter; empty space acts as an additional source of gravitational potential. In the case of spherical symmetry, Schlüter found in the Newtonian approximation the following expression for the radial force per unit mass apart from the pressure gradient force:

$$
\begin{equation*}
F=-G M_{r} / r^{2}+\frac{1}{3} \Lambda r \tag{1}
\end{equation*}
$$

where $G$ is the gravitational constant and $M_{r}$ is the mass inside a sphere of radius $r$. With the definition

$$
\begin{equation*}
L \equiv \Lambda / 4 \pi \tag{2}
\end{equation*}
$$

Eq. (1) may be written

$$
\begin{equation*}
F=-G M_{r} / r^{2}+L V_{r} / r^{2} \tag{3}
\end{equation*}
$$

where $V_{r}$ is the volume of the sphere with radius $r$. When Schlüter's idea about empty space is maintained, it is seen that $L$ may be interpreted as a gravitational constant associated with space.

## 2. THE METRICS OF SCHWARZSCHILD AND DE SITTER

The analog of Eq. (1) in the case of a central body with mass $M$ surrounded by empty space would be

$$
\begin{equation*}
F=-G M / r^{2}+L V_{r} / r^{2} \tag{4}
\end{equation*}
$$

where $F$ now is the force per unit mass of a test particle at distance $r$. The complete Schwarzschild metric describing the geometry outside a central body may be written in the following form ${ }^{2}$ :

$$
\begin{align*}
d s^{2}=(1 & \left.-\frac{2 m}{r}-\frac{\Lambda r^{2}}{3 c^{2}}\right) d t^{2} \\
& -\frac{1}{c^{2}}\left(\frac{d r^{2}}{1-2 m / r-\Lambda r^{2} / 3 c^{2}}+r^{2} d \omega^{2}\right) \tag{5}
\end{align*}
$$

[^197]where $d \omega=d \theta^{2}+\sin ^{2} \theta d \phi^{2}, c$ is the velocity of light, and $m=G M / c^{2}$. The coefficients of this metric differ from those of the Minkowski space-time by the two quantities $-2 m / r$ and $-\Lambda r^{2} / 3 c^{2}$. If the sum of these two expressions is regarded as a dimensionless potential $\Phi$, we may write
\[

$$
\begin{align*}
F_{1}=-\frac{\partial \Phi}{\partial r} & =\frac{\partial}{\partial r}\left(\frac{2 m}{r}\right)+\frac{\partial}{\partial r}\left(\frac{\Lambda r^{2}}{3 c^{2}}\right) \\
& =-\frac{2 m}{r^{2}}+\frac{2}{3} \frac{\Lambda r}{c^{2}} \\
& =\frac{2}{c^{2}}\left(-\frac{G M}{r^{2}}+\frac{L V_{r}}{r^{2}}\right) \tag{6}
\end{align*}
$$
\]

Hence, the geometry of the Schwarzschild (exterior) space-time is determined by the (dimensionless) potential of the Newtonian forces acting on a test particle.

In the case of empty space (no central body), Eq. (4) reduces to

$$
F=L V_{r} / r^{2}
$$

The corresponding de Sitter's metric may be written $\mathrm{as}^{3}$

$$
\begin{equation*}
d s^{2}=\left(1-\frac{\Lambda r^{2}}{3 c^{2}}\right) d t^{2}-\frac{1}{c^{2}}\left(\frac{d r^{2}}{1-\Lambda r^{2} / 3 c^{2}}+r^{2} d \omega^{2}\right) \tag{7}
\end{equation*}
$$

Also in this case the deviation from flat Minkowskian space-time is given by the potential of the force acting on a test particle of unit mass.

## 3. THE CASE OF A UNIFORM MASS DISTRIBUTION

In analogy with the metrics of Schwarzschild and de Sitter, it may now be possible to determine the metric for the general case of a spherical symmetric mass distribution. From Schlüter's result, Eq. (3),

[^198]it is found that the potential $\Phi$ of the forces is given by
$$
\Phi=-\int_{0}^{r} F d r=\int_{0}^{r} \frac{G M_{r}}{r^{2}} d r-\int_{0}^{r} \frac{L V_{r}}{r^{2}} d r
$$

From the assumption that the density is a function of time alone it follows that

$$
\Phi=\frac{G M_{r}}{2 r}-\frac{L V_{r}}{2 r} .
$$

Strict analogy with the former cases now requires $\Phi$ to be multiplied by a factor of $2 / c^{2}$. Hence, a metric for a uniform mass distribution may be written

$$
\begin{align*}
d s^{2}= & \left(1+\frac{G M_{r}}{c^{2} r}-\frac{L V_{r}}{c^{2} r}\right) d t^{2} \\
& -\frac{1}{c^{2}}\left(\frac{d r^{2}}{1+G M_{r} / c^{2} r-L V_{r} / c^{2} r}+r^{2} d \omega^{2}\right) \tag{8}
\end{align*}
$$

This metric, however, may be considered only as an approximation to the general metric of an orthogonal space-time, spherically symmetric about the point $r=0$. Hence, it has to be proved that in the Newtonian approximation the forces acting on a test particle in the space-time described by (8) are, in fact, given by Eq. (3). It is assumed that $L / G$ differs from $\rho$ by a few orders of magnitude at the most. To write out Einstein's equations, the following form of the metric is used:

$$
\begin{equation*}
d s^{2}=e^{v} d t^{2}-\left(1 / c^{2}\right)\left(e^{\mu} d r^{2}+r^{2} d \omega^{2}\right) \tag{9}
\end{equation*}
$$

A constant $\kappa$ is defined by $\kappa \equiv 8 \pi G / c^{2}$. Since this constant is a small quantity, we may write, to the first order of $\kappa$,

$$
\begin{equation*}
e^{\nu}=e^{-\mu}=1+\kappa \psi \tag{10}
\end{equation*}
$$

In Dingle's notation, we have

$$
\begin{gathered}
D=e^{v}, \quad A=e^{-v} / c^{2}, \quad B=e^{-v} r^{2} / c^{2} \\
C=e^{-v} r^{2} \sin ^{2} \theta / c^{2}
\end{gathered}
$$

These expressions are now substituted into Einstein's equations. ${ }^{4}$ Inspection of the formulas for $T^{12}, T^{13}$, $T^{23}, T^{24}$, and $T^{34}$ shows that all these components of the energy tensor $T^{\alpha \beta}$ are identically zero. The matter is assumed to be a perfect fluid with the energy tensor given by

$$
\begin{equation*}
T^{\alpha \beta}=\left(\rho+p / c^{2}\right) u^{\alpha} u^{\beta}-g^{\alpha \beta} p / c^{2} \tag{11}
\end{equation*}
$$

where $u^{\alpha}$ is the velocity 4 -vector, $g^{\alpha \beta}$ is the contravariant form of the metrical tensor, $\rho$ is the density, and $p$ the pressure.

[^199]After some calculations, it is found that the surviving Einstein equations can be written, to first order in $\kappa$, as

$$
\begin{gather*}
\kappa\left[\left(\rho+\frac{p}{c^{2}}\right)\left(u^{4}\right)^{2}-\frac{e^{-v} p}{c^{2}}\right] e^{\nu}=-\kappa\left(\frac{\psi}{r^{2}}+\frac{\psi_{r}}{r^{2}}\right)-\frac{\Lambda}{c^{2}}  \tag{12}\\
\kappa\left[\left(\rho+\frac{p}{c^{2}}\right)\left(u^{1}\right)^{2}+\frac{e^{\nu} p}{c^{2}}\right] e^{-v}=\kappa\left(\frac{c^{2} \psi}{r^{2}}+\frac{c^{2} \psi_{r}}{r}\right)+\Lambda  \tag{13}\\
\kappa p=\kappa\left(\psi_{t t}+\frac{1}{2} c^{2} \psi_{r r}+\frac{c^{2} \psi_{r}}{r}\right) \\
+\kappa^{2}\left(\frac{1}{2} c^{2} \psi_{r}^{2}+\frac{1}{2} c^{2} \psi \psi_{r r}+\frac{c^{2} \psi \psi_{r}}{r}\right)+\Lambda,  \tag{14}\\
\kappa\left(\rho+p / c^{2}\right) u^{4} u^{1}=-\kappa \psi_{t} / r \tag{15}
\end{gather*}
$$

The subscripts denote partial derivatives with respect to $r$ and $t$. By inspection, it is found that two new equations arise from Eqs. (13) and (14) which make the Newtonian approximation unnecessary:

$$
\begin{align*}
\psi_{r}+\psi / r+\Lambda /(8 \pi G) & =0 \\
\psi_{r r}+2 \psi_{r} / r+\Lambda /(4 \pi G) & =0
\end{align*}
$$

These terms are of order $c^{2}$ times that of any other term in (12)-(15). The solution that satisfies both these differential equations is

$$
\psi=-\frac{C}{r}-\frac{\Lambda r^{2}}{24 \pi G}
$$

where $C$ is a constant of integration. Whence, we have

$$
\begin{equation*}
\kappa \psi=-\frac{K}{r}-\frac{\Lambda r^{2}}{3 c^{2}} \tag{16}
\end{equation*}
$$

where $K$ is a constant. It is thus shown that, of the metrics (9) with the first-order approximation (10), only those with a function $\psi$ given by (16) are compatible with Einstein's equations. It is seen that the Schwarzschild metric (5), $K=2 m$, and the de Sitter metric (7), $K=0$, follow from this investigation.

This result may be interesting in itself, but shows that the metric (8) cannot be used as a representation of a spherically symmetric space-time with a uniform mass distribution.

## 4. FIRST APPROXIMATION TO THE ISOTROPIC FORM OF THE METRIC FOR SPHERICAL SYMMETRY

It may still be possible to find a metric for a spherical mass distribution where the deviations from flat Minkowskian space-time are proportional to potentials of the $\Lambda$ force and the gravitational force acting
per unit mass of the fluid. It is required that the absolute magnitudes of the constants of proportionality are of the same order of magnitude and that in the Newtonian approximation of the field equations the forces acting on a fluid element are the $\Lambda$ force and the gravitational self-attraction of the matter.

Thus, giving up the strict analogy with the Schwarzschild and the de Sitter cases, the isotropic form of the metric for spherical symmetry is used:

$$
\begin{equation*}
d s^{2}=e^{v} d t^{2}-\left(e^{\mu} / c^{2}\right)\left(d r^{2}+r^{2} d \omega^{2}\right) \tag{17}
\end{equation*}
$$

The explicit forms of Einstein's equations to which this metric gives rise are worked out in detail by McVittie. ${ }^{\text {. }}$

Before proceeding it is worth noticing what happens when the exact solution, with nonzero cosmical constant for the region outside a central mass $M$ given by Eq. (5), is transformed to the isotropic form. A new radial coordinate $\bar{r}$ is introduced in the metric (5) by

$$
r=\left(1+\frac{m}{2 \bar{r}}-\frac{\Lambda \bar{r}^{2}}{24 c^{2}}\right)^{2} \bar{r}
$$

In the first-order approximation, we find

$$
d r=\left(1+\frac{m}{2 \bar{r}}-\frac{\Lambda \bar{r}^{2}}{24 c^{2}}\right)\left(1-\frac{m}{2 \bar{r}}-\frac{5 \Lambda \bar{r}^{2}}{24 c^{2}}\right) d \bar{r}
$$

and, hence, the metric becomes

$$
\begin{align*}
d s^{2}=(1- & \left.\frac{2 m}{\tilde{r}}-\frac{\Lambda \bar{r}^{2}}{3 c^{2}}\right) d t^{2} \\
& -\left(1+\frac{2 m}{\tilde{r}}-\frac{\Lambda \vec{r}^{2}}{6 c^{2}}\right)\left[d \bar{r}^{2}+\bar{r}^{2} d \omega^{2}\right] . \tag{5'}
\end{align*}
$$

It is important to notice that this does not have the form

$$
d s^{2}=(1-\kappa \psi) d t^{2}-(1+\kappa \psi)\left[d r^{2}+r^{2} d \omega^{2}\right]
$$

It is therefore not to be expected that the internal solution which we are seeking reduces in first approximation to the form ( $5^{\prime \prime}$ ). Therefore, we begin by modifying the coefficients of the metric by introducing a function $\Omega$. This function is assumed to be of the order $c^{2}$. The coefficients of the metric (17) are now given by

$$
\begin{equation*}
e^{\nu}=1+\kappa\left(2 \Omega / c^{2}-\psi\right), \quad e^{\mu}=1+\kappa \psi \tag{18}
\end{equation*}
$$

where $\psi=\left(n_{1} \rho+n_{2} L / G\right) r^{2}$. Here $n_{1}$ and $n_{2}$ are constants. It is assumed again that $L / G$ does not differ from $\rho$ by more than a few orders of magnitude. When the function $\Omega$ is introduced in this way, the

[^200]approximation to first order in $\kappa$ is retained. This procedure is analogous to one used by McVittie. ${ }^{6}$

After the Newtonian approximation (see the appendix), the surviving Einstein equations are reduced to

$$
\begin{align*}
\rho q^{2}+p= & -\psi_{T T}+\Lambda \psi-\frac{1}{2} \Lambda r \psi_{r}-2 \pi G \psi_{r}^{2}  \tag{19}\\
p= & -\psi_{T T}+\Lambda \psi+\frac{1}{2} \Lambda r \psi_{r} \\
& +2 \pi G \psi_{r}^{2}+2 \pi G r^{2}\left(\frac{\Lambda}{8 \pi G}\right)^{2},  \tag{20}\\
\rho= & -\nabla^{2} \psi-\frac{\Lambda}{8 \pi G},  \tag{21}\\
\rho q= & \psi_{r T} . \tag{22}
\end{align*}
$$

The subscripts $r$ and $T$ indicate partial derivative with respect to the radial distance $r$ and Newtonian absolute time $T$, respectively. The operator $\nabla^{2}$ is defined by

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r} \tag{23}
\end{equation*}
$$

and $q$ is the fluid velocity.
In the course of the calculations in the Appendix the function $\Omega$ is determined to be

$$
\begin{equation*}
\Omega=-\frac{1}{4} \Lambda r^{2} / \kappa \tag{24}
\end{equation*}
$$

whence

$$
2 \kappa \Omega / c^{2}=-\frac{1}{2} \Lambda r^{2} / c^{2} .
$$

This means that the terms in the coefficients of the metric are still of the same type. It remains to determine the two constants $n_{1}$ and $n_{2}$. Since the coefficients (18) are only a first-order approximation to the general case of spherical symmetry investigated by Schlüter, it also remains to show that the Newtonian forces acting per unit mass of the fluid are in fact given by Eq. (3).

By elimination of $\rho, p$, and $q$ from Eqs. (19)-(22), the consistency relation is found to be

$$
\begin{align*}
\psi_{r T}\left(\nabla^{2} \psi+\right. & \left.\frac{\Lambda}{8 \pi G}\right)^{-1} \\
& =\Lambda r \psi_{r}+4 \pi G \psi_{r}^{2}+2 \pi G r^{2}\left(\frac{\Lambda}{8 \pi G}\right)^{2} \tag{25}
\end{align*}
$$

Thus, the four equations (19)-(22) are equivalent to (25) together with

$$
\begin{align*}
p= & -\psi_{T T}+\Lambda \psi+\frac{1}{2} \Lambda r \psi_{r} \\
& +2 \pi G \psi_{r}^{2}+2 \pi G r^{2}\left(\frac{\Lambda}{8 \pi G}\right)^{2},  \tag{26}\\
q= & -\psi_{r T}\left(\nabla^{2} \psi+\frac{\Lambda}{8 \pi G}\right)^{-1},  \tag{27}\\
\rho= & -\nabla^{2} \psi-\frac{\Lambda}{8 \pi G} . \tag{28}
\end{align*}
$$

[^201]With the help of the equation of continuity, the equation of motion for a perfect fluid in the case of spherical symmetry may be written as ${ }^{6}$

$$
\begin{equation*}
\rho F=\frac{\partial}{\partial T}(\rho q)+\frac{\partial}{\partial r}\left(\rho q^{2}+p\right)+\frac{2}{r}\left(\rho q^{2}\right), \tag{29}
\end{equation*}
$$

where $F$ is the radial force per unit mass of the fluid, apart from the pressure gradient force. When the expressions for $p, q$, and $\rho$ are substituted into Eq. (29), it is found that

$$
\begin{equation*}
F=4 \pi G \psi_{r}+\frac{1}{2} \Lambda r . \tag{30}
\end{equation*}
$$

If the mass inside a surface of radius $r$ is defined as

$$
\begin{equation*}
M_{r}=4 \pi \int_{0}^{r} \rho r^{2} d r \tag{31}
\end{equation*}
$$

then, by means of Eq. (28), it is found that with $n_{1}=$ $-\frac{1}{6}$ and $n_{2}=-\frac{1}{12}$, the force per unit mass of the fluid is

$$
\begin{equation*}
F=-G M_{r} / r^{2}+L V_{r} / r^{2} \tag{32}
\end{equation*}
$$

where $M_{r}$ and $V_{r}$ are the mass and the volume inside a sphere of radius $r$, respectively. Equation (32) is equivalent to Eq. (3). Hence, all the requirements for the metric are fulfilled. The coefficients of the metric (17) are given by

$$
\begin{align*}
& e^{\nu}=1+\frac{G M_{r}}{c^{2} r}-\frac{L V_{r}}{c^{2} r}  \tag{33}\\
& e^{\mu}=1-\frac{G M_{r}}{c^{2} r}-\frac{L V_{r}}{2 c^{2} r} \tag{34}
\end{align*}
$$

The metric describes a (bounded or unbounded) spherically symmetric mass distribution where in general the density is a function of both radius and time. It is in accordance with the one describing a spherically symmetric static mass distribution with $\Lambda=0 .{ }^{7}$

In the special case where the density is a function of time alone the metric may be used for cosmological investigations. However, it is assumed in the calculations that the deviations from flat Minkowskian space-time are small. Hence, the following inequality must be satisfied:

$$
\frac{\kappa}{6}\left(\rho-\frac{L}{G}\right) r^{2} \ll 1 .
$$

The magnitude of $L / G$ can at most be of the order of the mean density of the universe. An upper limit of the radius $r$ is thus given by

$$
r^{2} \ll 6 /(\kappa \rho) .
$$

[^202]If the minimum value of the mean density, ${ }^{8} \rho=$ $3.10^{-31} \mathrm{~g} / \mathrm{cm}^{3}$, is inserted, the upper limit of the radius is defined by $r \ll 10^{29} \mathrm{~cm}$.

A first-order approximation to the isotropic form of the metric for spherical symmetry has been found where, in analogy with the cases of Schwarzschild and de Sitter, the deviation from flat Minkowskian spacetime is given by the potentials of the gravitational force and the $\Lambda$ force. It is shown that in the Newtonian approximation the forces acting per unit mass of the fluid are the $\Lambda$ force and the gravitational self-attraction.
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## APPENDIX

Inspection of Einstein's equations for the metric (17) shows that the components $T^{12}, T^{13}, T^{23}, T^{24}$, and $T^{34}$ of the energy-momentum tensor $T^{z \beta}$ are all identically zero. This implies that the two components $u^{2}$ and $u^{3}$ of the velocity 4 -vector $u^{\alpha}=d x^{\alpha} / d s$ are zero and, hence, the 4 -vector satisfies the following equation ${ }^{5}$ :

$$
\begin{equation*}
1=e^{\nu}\left(u^{4}\right)^{2}-e^{-v}\left(u^{1}\right)^{2} / c^{2} \tag{Al}
\end{equation*}
$$

The surviving Einstein equations are worked out in detail by McVittie. ${ }^{5}$ When the expressions for $\mu$ and $\nu$ given by (18) are substituted on the right-hand sides, the following equations are obtained to first order in $\kappa$ :

$$
\begin{gather*}
\kappa\left[\left(\rho+\frac{p}{c^{2}}\right)\left(u^{1}\right)^{2}+e^{-\mu} p\right] e^{\mu} \\
=\kappa\left[\frac{2 \Omega_{r}}{r}-\psi_{t t}+2 \pi G \psi_{r}^{2}+4 \pi G \psi_{r}\left(\frac{2 \Omega}{c^{2}}-\psi\right)_{r}\right]+\Lambda, \\
\kappa p=\kappa\left[\Omega_{r r}+\frac{\Omega_{r}}{r}-\psi_{t t}+2 \pi G\left(\frac{2 \Omega_{r}}{c^{2}}-\psi_{r}\right)^{2}\right]+\Lambda,  \tag{A3}\\
\kappa\left[\left(\rho+\frac{p}{c^{2}}\right)\left(u^{4}\right)^{2}-e^{-v} \frac{p}{c^{2}}\right] e^{v} \\
=-\kappa\left(\psi_{r r}+\frac{2 \psi_{r}}{r}\right)-\frac{\Lambda}{c^{2}}, \tag{A4}
\end{gather*}
$$

[^203]It is seen that the terms $2 \kappa \Omega_{r} / r+\Lambda$ in (A2) and $\kappa\left(\Omega_{r r}+\Omega_{r} / r\right)+\Lambda$ in (A3) are of magnitude $c^{2}$ times that of any other term in the equations. For a Newtonian approximation to be possible, these terms must vanish identically. Hence, it follows that

$$
\begin{array}{r}
2 \kappa \Omega_{r} / r+\Lambda=0, \\
\kappa\left(\Omega_{r r}+\Omega_{r} / r\right)+\Lambda=0 .
\end{array}
$$

Both equations are satisfied by the solution

$$
\begin{equation*}
\Omega=-\frac{1}{4} \Lambda r^{2} / \kappa, \tag{A6}
\end{equation*}
$$

which determines the function $\Omega$ to be of a form in agreement with the requirements for the metric.

A Newtonian approximation is now carried out in which $c$ is identified with an infinite velocity. The coordinate time $t$ then becomes the Newtonian absolute time $T$ and the coordinate $r$ becomes the radial distance from the origin in absolute Euclidean space. The fluid velocity $q$ is now defined by $q=u^{1} / u^{4}$.

The approximation of (A1) gives $u^{4}=1$. It is assumed that velocities are small, $q^{2} \ll c^{2}$. The Newtonian forms of (A2) to (A5) then become

$$
\begin{gather*}
\rho q^{2}+p=-\psi_{T T}+\Lambda \psi-\frac{1}{2} \Lambda r \psi_{r}-2 \pi G \psi_{r}^{2}  \tag{A7}\\
p=-\psi_{T T}+\Lambda \psi+\frac{1}{2} \Lambda r \psi_{r} \\
+2 \pi G \psi_{r}^{2}+2 \pi G r^{2}\left(\frac{\Lambda}{8 \pi G}\right)^{2}  \tag{A8}\\
\rho=-\psi_{r r}-\frac{2 \psi_{r}}{r}-\frac{\Lambda}{8 \pi G}  \tag{A9}\\
\rho q=\psi_{r T} \tag{A10}
\end{gather*}
$$

The constants $n_{1}$ and $n_{2}$ can also be determined by solving Eq. (A9). The solution is found to be

$$
\psi=-\frac{1}{8} \rho r^{2}-\frac{1}{12} \frac{L}{G} r^{2}
$$

in accordance with the previous results.
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[^204]been available for the point groups. ${ }^{3}$ Recently this theory was extended to space groups. ${ }^{4}$ Most of these treatments build on those given by Schur in his three papers. ${ }^{5}$
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## 1. INTRODUCTION

Since ray representations of point groups have become useful in the theory of nonsymmorphic space groups, ${ }^{1}$ methods of obtaining them have been given by Döring. ${ }^{2}$ Tables of them for particular factor systems have been tabulated for the 32 point groups. The theory of double groups is really a special case of ray representation theory and tables of these have long

[^206]been available for the point groups. ${ }^{3}$ Recently this theory was extended to space groups. ${ }^{4}$ Most of these treatments build on those given by Schur in his three papers. ${ }^{5}$
In all these theories, one deals with a so-called covering group whose order is, in general, some multiple of the order of the group which is being ray-represented. (Usually it is twice as large.) The following theory will show that this is unnecessarily laborious.

[^207]It will be shown how one may quickly construct and use a concise square character table and a set of representations straightaway from any given factor system. In short, the following theory will make it possible for one to use already tabulated results more easily and quickly to obtain irreducible ray representations for other finite groups or factor systems which might be important in other areas of interest. ${ }^{6}$ But what is most important, an understanding of the possible structures of these mathematical objects is obtained systematically; this in turn sheds more light on the structure of representations of groups themselves.

A systematic treatment of ray representations of groups was begun by Rudra in a series of three papers. ${ }^{7}$ Unfortunately, many of his results are not valid for factor systems that are not equivalent to the trivial one. In order to include the nontrivial cases, it will be necessary to begin the following treatment by starting with the basic definitions of a ray representation.

## 2. BASIC DEFINITIONS

If one nonsingular $n$ by $n$ matrix $\mathcal{R}(R)$ is assigned to each element $R$ of a group $\mathcal{G}=\{\cdots R, S, T, \cdots\}$ such that

$$
\mathcal{R}(R) \mathcal{R}(S)=\omega_{R, S} \mathcal{R}(R S)
$$

(where $\omega_{R . S}=$ complex number) for all $R$ and $S$ in $\mathcal{G}$, then that set $\{, \mathcal{R}(R), \mathfrak{R}(S), \mathfrak{R}(T)$,$\} of matrices is$ called an $n$th degree ray representation of $\mathcal{G}$, and the constants $\omega_{R S}$ make up what is called a factor system $\{\omega\}$ over $\mathcal{S}$.

Now if all the matrices of this ray representation are multiplied by different constants, the resulting set of matrices $\left\{\mathcal{R}^{\prime}(R) \equiv C_{R} \mathcal{R}(R), \mathcal{R}^{\prime}(S) \equiv C_{S} \mathcal{R}(S), \cdots\right\}$ is also a ray representation but with a new factor system $\left\{\omega^{\prime}\right\}$ as is shown below:

$$
\begin{align*}
\mathcal{R}^{\prime}(R) \mathcal{R}^{\prime}(S) & =C_{R} C_{S} \mathcal{R}(R) \mathcal{R}(S) \\
& =\left(C_{R} C_{S} / C_{R S}\right) \omega_{R, S} \mathcal{R}^{\prime}(R S) \\
& \equiv \omega_{R, S^{\prime}}^{\prime} \mathcal{R}^{\prime}(R S), \tag{1}
\end{align*}
$$

where $\omega_{R . S}^{\prime}=\left(C_{R} C_{S} / C_{R S}\right) \omega_{R, s}$. If two factor systems $\{\omega\}$ and $\left\{\omega^{\prime}\right\}$ are related in this manner, they are said to be projective equivalent or p-equivalent ${ }^{8}$ or in the same class. ${ }^{\text {² }}$

[^208]If the $\mathcal{R}$ are $n \times n$ matrices, one may let $C_{R}$ equal any $n$th root of $\operatorname{det} \mathcal{R}(R)$ for all $R$ in $\mathcal{S}$ and obtain the following:

$$
\begin{align*}
\operatorname{det}\left[\mathcal{R}^{\prime}(R) \mathcal{R}^{\prime}(S)\right] & =\operatorname{det}\left[\omega_{R, S}^{\prime} \mathcal{R}^{\prime}(R S)\right], \\
C_{R}^{n}[\operatorname{det} \mathcal{R}(R)] C_{S}^{n}[\operatorname{det} \mathfrak{R}(S)] & =\left(\omega_{R, S}^{\prime}\right)^{n} C_{R S}^{n}\left[\operatorname{det} \mathcal{R}^{\prime}(R S)\right] \\
1 & =\left(\omega_{R, S}^{\prime}\right)^{n} . \tag{2}
\end{align*}
$$

Hence every factor system associated with an $n$th degree ray representation is $p$-equivalent to one in which all the factors are $n$th roots of unity; i.e., $\left(\omega_{R, S}^{\prime}\right)^{n}=1$ and $\omega_{R, S}^{*} \omega_{R, S}=1$ for all $R$ and $S$ in $\mathcal{G}$. If $n=1$, then $\omega_{R, S}^{\prime}=1$ and $\{\omega\}$ is $p$-equivalent to the trivial factor system, which is sometimes called the vector factor system.

## 3. ASSOCIATIVITY AND THE REGULAR REPRESENTATION

It is helpful to imagine an abstract set of $g$ elements $\left\{a_{R}, a_{S}, a_{T}\right\}$ (one for each element $R, S$, or $T$ of a group $\mathcal{S}$ ) that obey the relations

$$
\begin{equation*}
a_{R} a_{S}=\omega_{R, S} a_{R S} \tag{3}
\end{equation*}
$$

where the $\omega_{R . S}$ belong to a given factor system $\{\omega\}$. Such a collection forms what is defined as a ring or associative algebra. (But it is not a group unless $\omega_{R, S} \equiv 1$.) I call the set of all linear combinations of the elements $a_{R}$ (using complex coefficient) the ray algebra $\mathcal{A}(\mathcal{S}, \omega)$. The elements $a_{R}$ are here called a system of base elements, since any element in $\mathcal{A}(\mathcal{\varrho}, \omega)$ can be written as a unique linear combination of them. Obviously there are other bases for which the same is true.

This definition is motivated by more general theories of rings and algebras. There the most general algebra $\mathcal{A}$ with $n$-base elements $\left\{a_{1}, a_{2}, \dot{a}_{3}, \cdots, a_{n}\right\}$ has the following multiplicative structure:

$$
\begin{equation*}
a_{i} a_{j}=\sum_{k=1}^{k=n} c_{i j}^{k} a_{k} \tag{4}
\end{equation*}
$$

Here the complex numbers $c_{i j}^{k}$ are called structure constants and can be thought of as components of $n \times n$ matrices that will represent the algebra $\mathcal{A}$. For if one lets $c_{i j}^{k}=\mathcal{R}_{i k}\left(a_{j}\right)$, then the relations

$$
\begin{equation*}
\sum_{B=1}^{B=n} \mathfrak{R}_{\alpha \beta}\left(a_{i}\right) \mathcal{R}_{\beta \gamma}\left(a_{j}\right)=\sum_{k=1}^{k=n} c_{i j}^{k} \mathcal{R}_{\alpha \gamma}\left(a_{k}\right) \tag{5}
\end{equation*}
$$

follow directly from an expansion of the associativity relations ( $\left.a_{i} a_{j}\right) a_{k}=a_{i}\left(a_{j} a_{n}\right)$ which one demands of any ring or any set of matrices.

These $n n$-by- $n$ matrices $\mathcal{R}\left(a_{j}\right)$ form what is called the regular representation of $\mathcal{A}$ in basis $\left\{a_{j}\right\}$. Now the regular representation of $\mathcal{A}(\mathcal{\Theta}, \omega)$ in the basis $\left\{\cdots a_{R}, a_{S} \cdots\right\}$ will be made of $g$-by- $g$ matrices that have a very simple form. In particular, $\mathfrak{R}_{R T}\left(a_{S}\right)=$ $\omega_{R, S}$ if and only if $R S=T$. Otherwise $\mathcal{R}_{R T}\left(a_{S}\right)=0$.

An easy way to construct these matrices is first to arrange a multiplication table of the base elements with the elements $a_{R}$ written in some order across the top, and the "inverses" $a_{R^{-1}}$ appearing in the same order down the side:


Then, since $\mathcal{R}_{R T}\left(a_{S}\right)=\omega_{R, S}$ if and only if $R^{-1} T=S$, you obtain matrices of the form
by simply inspecting the table. (Note that there is one and only one entry in each column and row.) Incidentally, the associativity of multiplication implies that

$$
\begin{aligned}
\left(a_{R} a_{S}\right) a_{T} & =a_{R}\left(a_{S} a_{T}\right) \\
\omega_{R, S} \omega_{R S, T} a_{R S T} & =\omega_{S, T} \omega_{R, S T} a_{\omega S T}
\end{aligned}
$$

or

$$
\begin{equation*}
\omega_{R, S}=\frac{\omega_{R, S T} \omega_{S, T}}{\omega_{R S, T}} \tag{8}
\end{equation*}
$$

for all $R, S$, and $T$ in $\mathcal{G}$.
The regular representation of the unit element 1 obtained by the preceding construction is

$$
\mathcal{R}\left(a_{1}\right)=\left|\begin{array}{cccc}
\omega_{11} & 0 & 0 & \cdots  \tag{9}\\
0 & \omega_{21} & 0 & \cdots \\
0 & 0 & \omega_{31} & \cdots
\end{array}\right| .
$$

But the associativity relations demand that

$$
\begin{equation*}
\omega_{R, 1}=\frac{\omega_{R, 1} \omega_{1,1}}{\omega_{R 1}}=\omega_{1,1} \tag{10}
\end{equation*}
$$

for all $R$ in ©. (Similarly $\omega_{1, S}=\omega_{1,1}$.) Clearly no loss of generality will occur if we assume from now on that

$$
\begin{equation*}
\omega_{R, 1}=\omega_{1,1}=\omega_{1, S}=1, \tag{11}
\end{equation*}
$$

so that $\mathcal{R}\left(a_{1}\right)$ is a unit matrix.
Now the trace of $\mathfrak{R}\left(a_{1}\right)$ is $g$, the order of group $\mathcal{S}$. From this one sees that $\omega_{R^{-1, R}}=\omega_{R, R^{-1}}$, since

$$
\begin{equation*}
\operatorname{Tr} \mathfrak{R}\left(a_{R}\right) \mathscr{R}\left(a_{R^{-1}}\right)=\operatorname{Tr} \mathfrak{R}\left(a_{R^{-1}}\right) \mathcal{R}\left(a_{R}\right) \tag{12}
\end{equation*}
$$

implies that

$$
\begin{equation*}
\omega_{R, R^{-1}} \operatorname{Tr} \mathcal{R}\left(a_{1}\right)=\omega_{R^{-1}, R} \operatorname{Tr} \mathfrak{R}\left(a_{1}\right) . \tag{13}
\end{equation*}
$$

Note, however, that the trace of $\mathcal{R}\left(a_{S}\right)($ for $S \neq 1)$ is zero.

Finally, it is possible to show that each matrix $\mathcal{R}\left(a_{S}\right)$ is unitary. Since $\mathcal{R}_{R T}\left(a_{S}\right)=\omega_{R . S}$ (assuming now that $R S=T$ ), one has that $\mathscr{R}_{T R}\left(a_{S^{-1}}\right)=\omega_{T \cdot S^{-1}}$. Now the inverse of matrix $\mathcal{R}\left(a_{S}\right)$ is

$$
\left[\mathcal{R}\left(a_{S}\right)\right]^{-1}=\left(\omega_{S^{-1}, S}\right)^{-1} \mathcal{R}\left(a_{S^{-1}}\right)
$$

while the Hermitian conjugate of the matrix $\mathcal{M}\left(a_{S}\right)$ is $\mathcal{R}^{+}\left(a_{S}\right)$, where

$$
\begin{align*}
\mathfrak{R}_{T R}^{+}\left(a_{S}\right)=\omega_{R, S}^{*}=\frac{1}{\omega_{R, S}} & =\omega_{R S, S^{-1}} /\left(\omega_{R, S^{-}} \omega_{R S, S^{-1}}\right) \\
& =\omega_{R S, S^{-1}} /\left(\omega_{R, S S^{-1}} \omega_{S, S^{-1}}\right) \\
& =\omega_{R, S^{-1}} / \omega_{S, S^{-1}} \\
& =\mathcal{R}_{R T}\left(a_{S^{-1}}\right) / \omega_{S, S^{-1}} \\
& =\left[\mathfrak{R}_{T R}\left(a_{S}\right)\right]^{-1} . \tag{14}
\end{align*}
$$

The associativity relations (8) have been used along with the conventions (11) $\omega_{R, 1}=1$ and (2)

$$
\omega_{R, S} \omega_{R, S}=1
$$

## 4. NILPOTENTS, IDEMPOTENTS, AND OTHER ALGEBRAIC CONCEPTS

In this section it is necessary to make some statements without proof, since such proofs are still quite lengthy. The references $(10,11,12)$ which contain these proofs are concerned with a type of algebra or ring, of which the ray algebras are a special case.

[^209]It is convenient to define a contagiously nilpotent element $\eta$ of algebra $\mathcal{A}=\{\cdots a, b, c, \cdots\}$ to be a nonzero element that transforms every element $a$ of $A$ into a nilpotent $n=\eta a$ or into zero $\eta a=0$. (A nilpotent $n$ is a nonzero element that goes to zero if raised to some power, i.e., $n^{k}=n n n \cdots n=0$, for some $k=2,3,4, \cdots$.) If it can be shown that contagiously nilpotent elements do not exist in a given $\mathfrak{A}$, then ${ }^{9-11}$ any element $a$ of algebra $\mathcal{A}$ can be written as a linear combination of a certain convenient set of base elements

$$
\left\{P_{11}^{(\alpha)} P_{12}^{(\alpha)} \cdots P_{1 l(\alpha)}^{(\alpha)} P_{21}^{(\alpha)} P_{22}^{(\alpha)} \cdots P_{l}^{(\alpha)}(\alpha){ }_{l}(\alpha) P_{11}^{(\beta)} P_{12}^{(\beta)} \cdots\right\},
$$

which will be called unit dyads.

$$
\begin{equation*}
a=\sum_{(a)} \sum_{L} \sum_{m} \mathscr{D}_{L m}^{(\alpha)}(a) P_{L m}^{(\alpha)} . \tag{15}
\end{equation*}
$$

These unit dyads have a simple multiplicative structure something like their naming would imply:

$$
P_{i j}^{(\alpha)} P_{n L}^{(\beta)}=\begin{align*}
0 & \text { if }(\alpha) \neq(\beta) \text { or } j \neq k,  \tag{16}\\
P_{i L}^{(\alpha)} & \text { if } \alpha=\beta \text { and } j=k .
\end{align*}
$$

Note that $P_{i j}^{(\alpha)}$ is idempotent if $i=k$, i.e., $P_{j j}^{(\alpha)} P_{j j}^{(\alpha)}=$ $P_{j j}^{(a)}$. By construction ${ }^{10-12}$ these idempotents all share the following property. There is an $a$ in $\mathcal{A}$ such that $P_{i i}^{(\alpha)} a P_{j j}^{(a)}$ is nonzero and

$$
\begin{equation*}
P_{i i}^{(\alpha)} b P_{j j}^{(\alpha)}=\mu P_{i i}^{(\alpha)} a P_{j j}^{(\alpha)}=\nu P_{i j}^{(\alpha)} \tag{17}
\end{equation*}
$$

for any $b$ in $\mathcal{A}$, where $\mu$ and $\nu$ are constants. The meaning and application of these elements is further explored shortly.
First it must be shown that this expansion (15) is valid for ray algebras, by showing that there are no contagiously nilpotent elements in $\mathcal{A}(\mathcal{S}, \omega)$. This we do by showing that no nonzero element

$$
\eta=\sum_{R=1}^{R=g} \eta_{R} a_{R} \quad \text { of } \quad \mathcal{A}(\mathcal{S}, \omega)
$$

makes every element $a$ of $\mathcal{A}(\mathcal{S}, \omega)$ into a nilpotent $\eta a=n$ or into zero $\eta a=0$. If

$$
a=\sum_{S} \frac{\eta_{S}^{*} a_{S^{-1}}}{\omega_{S^{-1}, S}}
$$

then one has the following:

$$
\eta a=\sum_{R, S} \eta_{R} \eta_{S}^{*} a_{R} \frac{a_{S^{-1}}}{\omega_{S^{-1}, S}}
$$

The regular representation of this is

$$
\mathfrak{R}(\eta a)=\sum_{R, S} \eta_{R} \eta_{S}^{*} \mathcal{R}\left(a_{R}\right) \mathcal{R}^{+}\left(a_{S}\right)
$$

which is a Hermitian matrix since the $\mathcal{R}\left(a_{R}\right)$ are unitary. Also one sees that

$$
\operatorname{Tr} \mathcal{R}(\eta a)=\sum_{R, S} \eta_{R} \eta_{S}^{*} \operatorname{Tr} \frac{\Re\left(a_{R} a_{S^{-1}}\right)}{\omega_{S^{-1} S}}=\sum_{R}\left|\eta_{R}\right|^{2} g
$$

which shows $\mathbb{R}(\eta a)$ is a diagonalizable matrix with a nonzero trace. Clearly $\eta a$ is not nilpotent, and the basis of unit dyads is valid.
Now imagine the construction of the regular representation $\mathcal{R}^{P}$ of the unit dyads using the unit dyads as a basis and relations (16). For example, one has the following:

and


This regular representation can represent any element $a$ of $\mathcal{A}(\mathcal{G}, \omega)$ according to (15). It is equivalent to the regular representation (7) over the basis $\left\{\cdot a_{R} \cdot\right\}$ constructed in Sec. 3, but it has the following form:


Here the $\mathscr{D}^{(\alpha)}(a)$ are matrices of the coefficients $D_{L m}^{(\alpha)}(a)$ in (15). These $D^{(\alpha)}$ are in fact the matrices of the irreducible representations of $\mathcal{A}(\mathcal{G}, \omega)$. Furthermore, the frequency of $\mathscr{D}^{(\alpha)}$ on the diagonal of $\mathscr{R}^{P}$ is equal to the dimension $l^{(\alpha)}$. Also it is true that

$$
\begin{equation*}
g=l^{(\alpha)^{2}}+l^{(\beta)^{2}}+\cdots, \tag{22}
\end{equation*}
$$

which will be called the diophantine solution of $\mathcal{A}(\mathcal{S}, \omega)$.

By definition the unit dyads are some linear combination of the old base elements $\left\{a_{1} a_{2} \cdots a_{R} \cdots a_{g}\right\}$ :

$$
\begin{equation*}
P_{i j}^{(\beta)}=\sum_{T} P_{i j}^{(\beta)}\left(a_{T}\right) a_{T} \tag{23}
\end{equation*}
$$

We solve for the constants $P_{i j}^{(\beta)}\left(a_{T}\right)$. We find that

$$
P_{i j}^{(\beta)}\left(a_{T}\right)=\left(g \omega_{T^{-1}, T}\right) \operatorname{Tr} \mathfrak{R}\left(P_{i j}^{(\beta)} a_{T^{-1}}\right),
$$

since $\operatorname{Tr} \mathscr{R}\left(a_{T}\right)$ is zero if $T$ is not 1 , but is $g$ if $T=1$. Next, we obtain the result that

$$
\begin{aligned}
& P_{i j}^{(\beta)}\left(a_{T}\right) \\
& \quad=\left(g \omega_{T^{-1}, T}\right)^{-1} \operatorname{Tr} \mathcal{R}\left(P_{i j}^{(\beta)}\left\{\sum_{k} \sum_{m} \sum_{n} \mathcal{D}_{m n}^{(\alpha)}\left(a_{T^{-1}}\right) P_{m n}^{(\alpha)}\right\}\right) \\
& \quad=\frac{l^{(\beta)}}{g \omega_{T^{-1}, T}} \mathfrak{D}_{j i}^{(\beta)}\left(a_{T^{-1}}\right),
\end{aligned}
$$

which gives finally

$$
\begin{equation*}
P_{i j}^{(\beta)}=\frac{l^{(\beta)}}{g} \sum_{T} \frac{D_{i j}^{(\beta)}\left(a_{T^{-1}}\right)}{\omega_{T^{-1}, T}} a_{T} \tag{24}
\end{equation*}
$$

These $\mathscr{D}^{(\alpha)}$, like the regular representation, can be chosen unitary, ${ }^{13}$ where

$$
\begin{equation*}
\left[\mathbb{D}^{(\beta)}\left(a_{T^{-1}}\right) / \omega_{T^{-1}, T}\right]=\left[\mathfrak{D}^{(\beta)}\left(a_{T}\right)\right]^{+} . \tag{25}
\end{equation*}
$$

We shall assume that the $\mathscr{D}^{(\alpha)}$ are unitary so that

$$
\begin{equation*}
P_{i j}^{(\beta)}=\frac{l^{(\beta)}}{g} \sum_{\Sigma} \mathscr{D}_{i j}^{(\beta) *}\left(a_{T}\right) a_{T} . \tag{26}
\end{equation*}
$$

It is now a simple matter to derive representation orthogonality relations and the Schur's Lemmas.

Theorem $1^{14}$ :

$$
\frac{l^{(\gamma)}}{g} \sum_{T} \frac{1}{\omega_{T^{-1}, T}} \mathscr{D}_{m n}^{(\gamma)}\left(a_{T^{-1}}\right) \mathscr{D}_{L j}^{(\beta)}\left(a_{T}\right)=\delta^{\gamma \beta} \delta_{L n} \delta_{j m}
$$

Proof: By inspecting (18), (19), and (20), one may write

$$
\begin{equation*}
\mathfrak{D}_{L j}^{(\beta)}\left[P_{n m}^{(\gamma)}\right]=\delta^{(\gamma) p} \delta_{L m} \delta_{j m} . \tag{27}
\end{equation*}
$$

Now expanding $P_{n m}^{(\gamma)}$ according to (24) yields the desired relation.

Theorem $2^{14}$ : The only (square) $l^{(\alpha)} \times l^{(\alpha)}$ matrix $m$ that commutes with all the matrices of an irreducible ray representation $\left\{\cdots D^{(\alpha)}\left(a_{T}\right) \cdots\right\}$ of group $\mathcal{G}$ is a multiple of the unit matrix.
Proof: Let $m$ be an $l^{(\alpha)} \times l^{(\alpha)}$ matrix that satisfies $m D^{(\alpha)}\left(a_{T}\right)=\mathfrak{D}^{(\alpha)}\left(a_{T}\right) m$ for all $T$. This implies that $m D^{(\alpha)}\left[P_{i j}^{(\alpha)}\right]=D^{(\alpha)}\left[P_{i j}^{(\alpha)}\right] m$ for all $i$ and $j$. From (27) one sees that $m$ is a multiple of the unit matrix.

Theorem 34: The only (in general rectangular) $l^{(\alpha)} \times l^{(\beta)}$ matrix $m$ that satisfies the relations

$$
m D^{(\alpha)}\left(a_{T}\right)=\mathfrak{D}^{(\beta)}\left(a_{T}\right) m
$$

for all $a_{T}$, when $\alpha \neq \beta$, is the zero matrix.

[^210]Proof: Define the elements

$$
\begin{equation*}
P^{(\alpha)}=\sum_{j=1}^{j=l^{(\alpha)}} P_{j j}^{(\alpha)} \tag{28}
\end{equation*}
$$

and note that $\mathscr{D}^{(\alpha)}\left[P^{(\alpha)}\right]$ is the unit matrix, while $\mathscr{D}^{(\beta)}\left[P^{(\alpha)}\right]$ is the zero matrix if $\alpha \neq \beta$ using (27). Clearly

$$
m D^{(\alpha)}\left[P^{(\alpha)}\right]=\mathfrak{D}^{(\beta)}\left[P^{(\alpha)}\right] m
$$

or

$$
m=0
$$

## 5. THE CENTER OF A RAY ALGEBRA

The center $C$ of $\mathcal{A}(\mathcal{G}, \omega)$ is the maximal set of elements in $\mathcal{A}(\mathcal{G}, \omega)$ that commute with every element of $\mathcal{A}(\mathcal{S}, \omega) . \quad C$ is a subalgebra of $\mathcal{A}(\mathcal{S}, \omega)$, and it would contain the idempotents $P^{(\alpha)}$ defined in (28). We now set out to determine how many $P^{(\alpha)}$ there may be for a general $\mathcal{A}(g, \omega)$ and learn how to obtain them for a particular ray algebra.

Suppose that $c=\sum_{R} \gamma_{R} a_{R}$ is in $C$. Then

$$
\begin{equation*}
c a_{S}=a_{S} c \tag{29}
\end{equation*}
$$

for all $a_{S}$ in $\mathcal{A}(\mathcal{S}, \omega)$. Also one has that

$$
\begin{equation*}
\left(a_{S^{-1}} c a_{S}\right) / \omega_{S^{-1}, S}=c \tag{30}
\end{equation*}
$$

From this one sees that

$$
\begin{equation*}
\sum_{S=1}^{S=g} \frac{a_{S^{-3} c a_{S}}}{\omega_{S^{-1}, S}}=\sum_{S} c=g c \tag{31}
\end{equation*}
$$

where $g$ is the order of group $\mathcal{G}$. One is assured that any element in the center must have the form

$$
\begin{aligned}
c & =\frac{1}{g} \sum_{2=1}^{s=1} a_{S^{-1}}\left[\left(\sum_{R} \gamma_{R} a_{R}\right) / \omega_{S^{-1}, S}\right] a_{S} \\
& =\sum_{R} \frac{\gamma_{R}}{g}\left\{\sum_{S} \frac{a_{S^{-1}} a_{R} a_{S}}{\omega_{S^{-1}, S}}\right\}
\end{aligned}
$$

So every element of the center must be some linear combination of some of the $g$ elements $c_{R}$ defined by

$$
\begin{equation*}
c_{R}=\sum_{s=1}^{s=s} \frac{a_{S^{-1}} a_{R} S_{S}}{\omega_{S^{-1} S}}=\sum_{s=1}^{s=s} \frac{\omega_{S^{-1}, R^{-1}} \omega_{S^{-1} R, S}}{\omega_{S^{-1} S}} a_{S^{-1} R S} \tag{32}
\end{equation*}
$$

We must now find which $c_{R}$, if any, are linearly dependent. For the number of linearly independent $c_{R}$ is exactly equal to the number of inequivalent IR of $\mathfrak{A}(\mathcal{G}, \omega)$.

Now $c_{R}$ is the linear combination of $a_{R}, a_{R^{\prime}}, \cdots$, where $R, R^{\prime}, \cdots$, are in the class of $R$ in $\mathcal{G}$. Suppose

$$
\begin{equation*}
c_{R}=\left(\alpha a_{R}+\beta a_{R^{\prime}} \cdots\right) \tag{33}
\end{equation*}
$$

where all terms have been collected. If in group $\mathcal{G}$ it happens that an element $T$ transforms $R$ into
$R^{\prime}\left(T^{-1} R T=R^{\prime}\right)$ so that

$$
\begin{equation*}
a_{T^{-1}} a_{R} a_{T}=\omega_{T^{-1}, R T} \omega_{R, T} a_{R^{\prime}} \tag{34}
\end{equation*}
$$

then

$$
\begin{align*}
& a_{T^{-1} c_{R}} a_{T} / \omega_{T^{-1}, T} \\
& \quad=\left(\omega_{T^{-1}, T}\right)^{-1}\left(\alpha a_{T^{-1}} a_{R} a_{T}+\cdots\right) \\
& \quad=\left(\omega_{T^{-1}, T}\right)^{-1}\left(\alpha \omega_{T^{-1}, R T} \omega_{R, T} a_{R^{\prime}}+\cdots\right) \tag{35}
\end{align*}
$$

where $\left(a_{T^{-1}} c_{R} a_{T}\right) / \omega_{T^{-1} T}=c_{R}$ by (30). Equating the coefficients of the first terms of (33) and (35) (which is correct since $a_{R^{\prime}}$ appears only once in either series), one has

$$
\beta=\alpha\left[\left(\omega_{T^{-1}, R T} \omega_{R, T}\right) / \omega_{T^{-1}, T}\right]
$$

It will be conventional to let $\alpha=v_{R}$ and

$$
\begin{equation*}
\epsilon_{R^{\prime}} \equiv \beta / \alpha=\left(\omega_{T^{-1}, R T} \omega_{R, T}\right) / \omega_{T^{-1}, T} \tag{36}
\end{equation*}
$$

so that

$$
\begin{equation*}
c_{R}=v_{R}\left(a_{R}+\epsilon_{R^{\prime}} a_{R^{\prime}}+\epsilon_{R^{\prime \prime}} a_{R^{\prime \prime}}+\cdots\right) \tag{37}
\end{equation*}
$$

where the $\epsilon_{R^{n}}$ is a root of unity,

$$
\epsilon_{R^{\prime \prime}}^{*} \epsilon_{R^{\prime \prime}}=1
$$

and $\nu_{R}$ is some number whose possible values will be discovered shortly.

Now define the character of an irreducible representation $D^{(\alpha)}$ of $\mathcal{A}(\mathcal{G}, \omega)$ to be $\chi^{(\alpha)}\left(a_{R}\right) \equiv \operatorname{Tr} \mathscr{D}^{(\alpha)}\left(a_{R}\right)$. Now note that $\chi^{(\alpha)}\left(a_{R^{\prime}}\right)$ is not necessarily equal to $\chi^{(\alpha)}\left(a_{R}\right)$ even if $R^{\prime}$ is in the class of $R$ in $\mathcal{G}$. Instead one may take the trace of the equation [where it is assumed that $R^{\prime}=T^{-1} R T$ as in (34)]
$\left[\mathfrak{D}^{(\alpha)}\left(a_{T}\right)\right]^{-1} \mathscr{D}^{(\alpha)}\left(a_{R}\right) \mathscr{D}^{(\alpha)}\left(a_{T}\right)=\frac{\omega_{T} T^{-1}, R T \omega_{R, T}}{\omega_{T^{-1}, T}} \mathfrak{D}^{(\alpha)}\left(a_{R^{\prime}}\right)$ to obtain

$$
\begin{equation*}
\chi^{(\alpha)}\left(a_{R}\right)=\frac{\omega_{T^{-1}, R T^{\prime}} \omega_{R, T}}{\omega_{T^{-1}, T}} \chi^{(\alpha)}\left(a_{R^{\prime}}\right) \tag{38}
\end{equation*}
$$

If one substitutes $a=c_{R}$ in Eq. (15), there results

$$
c_{R}=\sum_{\beta} \sum_{L} \sum_{\kappa} \mathscr{D}_{L \kappa}^{(\beta)}\left(c_{R}\right) P_{L \kappa}^{(\beta)}
$$

But since $c_{R}$ is in the center, Schur's Lemmas demand that

$$
\mathscr{D}_{L n}^{(\beta)}\left(c_{R}\right)=\left\{\begin{array}{lll}
0 & \text { if } & L \neq \kappa \\
\frac{1}{l^{(\beta)}} \chi^{(\beta)}\left(c_{R}\right) & \text { if } & L=\kappa
\end{array}\right.
$$

whence
$c_{R}=\sum_{\beta} \sum_{L} \frac{1}{l^{(\beta)}} \chi^{(\beta)}\left(c_{R}\right) P_{L L}^{(\beta)}=\sum_{\beta} \frac{1}{l^{(\beta)}} \chi^{(\beta)}\left(c_{R}\right) P^{(\beta)}$.
Of course one must compute $\chi^{(\beta)}\left(c_{R}\right)$. From (37) one has

$$
\chi^{(\beta)}\left(c_{R}\right)=\nu_{R}\left[\chi^{(\beta)}\left(a_{R}\right)+\epsilon_{R^{\prime}} \chi^{(\beta)}\left(a_{R^{\prime}}\right)+\cdots\right]
$$

Using (36) and (38), one obtains

$$
\begin{equation*}
\chi^{(\beta)}\left(c_{R}\right)=O\left(C_{R}\right) v_{R} \chi^{(\beta)}\left(a_{R}\right) \tag{40}
\end{equation*}
$$

where $O\left(C_{R}\right)$ is the order of the class of $R$ in $\mathcal{G}$. Hence we obtain

$$
\begin{equation*}
c_{R}=O\left(C_{R}\right) v_{R} \sum_{\beta} \frac{\chi^{(\beta)}\left(a_{R}\right)}{l^{(\beta)}} P^{(\beta)} \tag{41}
\end{equation*}
$$

Similarly, if $R^{\prime}=T^{-1} R T$, then

$$
c_{R^{\prime}}=O\left(C_{R}\right) v_{R^{\prime}} \sum_{\beta} \frac{\chi^{(\beta)}\left(a_{R^{\prime}}\right)}{l^{(\beta)}} P^{(\beta)}
$$

since $O\left(C_{R^{\prime}}\right) \equiv O\left(C_{R}\right)$. Now, using (38) and assuming that $c_{R}$ is not zero, one obtains

$$
\begin{equation*}
c_{R^{\prime}}=\left(\frac{\omega_{T^{-1}, T}}{\omega_{T^{-1}, R T}} \omega_{R, T} \frac{\nu_{R^{\prime}}}{v_{R}}\right) c_{R} \cong \gamma(T) c_{R} \tag{42}
\end{equation*}
$$

So, if $c_{R}$ is not zero, all the other $c_{R^{\prime}}$ (corresponding to elements $R^{\prime}$ of class $C_{R}$ ) are simply proportional to $c_{R}$. We now evaluate $\gamma(T)$ in (42).

Substituting $c_{R}$ for $c$ in (31) and using (37), we obtain

$$
\begin{aligned}
g c_{R} & =v_{R}\left(\sum_{S} \frac{a_{S^{-1}} a_{R} a_{S}}{\omega_{S^{-1} S}}+\epsilon_{R^{\prime}} \sum_{S} \frac{a_{S^{-1}} a_{R^{\prime}} a_{S}}{\omega_{S^{-1}, S}}+\cdots\right) \\
& =v_{R}\left(c_{R}+\epsilon_{R^{\prime}} c_{R^{\prime}}+\cdots\right)
\end{aligned}
$$

which by (42) becomes

$$
g c_{R}=\nu_{R}\left(c_{R}+\epsilon_{R^{\prime}} \frac{\omega_{T^{-1}, T}}{\omega_{T^{-1}, R T}} \omega_{R, T} \frac{\nu_{R^{\prime}}}{\nu_{R}} c_{R}+\cdots\right)
$$

or

$$
\begin{equation*}
g c_{R}=\left(v_{R}+v_{R^{\prime}}+\cdots\right) c_{R} \tag{43}
\end{equation*}
$$

where (36) gave the last result. The series on the right has $o\left(C_{R}\right)$ terms $\nu_{R^{\prime}}$. The highest value that any $\nu_{R}$ or $\nu_{R^{\prime}}$ can have is $\left(g / o\left(C_{R}\right)\right)$, since this is the number of elements $T, U, V, \cdots$ in $\mathcal{S}$ that transform $R$ into $R^{\prime}=T^{-1} R T=U^{-1} R U=V^{-1} R V=\cdots$, where we assume all factors are modulus unity [see (2)]. Clearly, by (43), either each of the $\nu_{R}, \nu_{R^{\prime}}$, etc., is exactly $\left(g / o\left(C_{R}\right)\right.$ ), or else $c_{R}=c_{R}=\cdots=0$. In the latter case $\nu_{R}=\nu_{R^{\prime}}=\cdots=0$.

Theorem 1: Given

$$
c_{R}=\sum_{S=1}^{S=S^{S}} \frac{\omega_{S^{-1}, R^{-1}} \omega_{S^{-1} R . S}}{\omega_{S^{-1}, S}} a_{S^{-1} R S}
$$

for all $R$ in group $\mathcal{G}$, there are no more linearly independent $c_{R}$ than there were classes in $\mathscr{G}$. Furthermore, $c_{R}$ is zero (nonzero) if and only if all $c_{R^{\prime}}$ are zero (nonzero) for all $R^{\prime}$ in the class $C_{R}$. Finally, if $c_{R}$ is nonzero, then

$$
\begin{equation*}
c_{R}=g / o\left(C_{R}\right)\left(a_{R}+\epsilon_{R^{\prime}} a_{R^{\prime}}+\cdots\right)=\epsilon_{R^{\prime}} c_{R^{\prime}} \tag{44}
\end{equation*}
$$

where $\epsilon_{R^{\prime}}$ is given by (36).

Definition: If the elements $\left\{a_{R}, a_{R^{\prime}}, \cdots\right\}$ correspond to a class $C_{R}$ in $\mathcal{G}$ that gives nonzero $c_{R}$, they will be said to belong to the ray class of $a_{R}$ in $\mathcal{A}(G, \omega)$. If $c_{R}=0$, they will be said to belong to the zeroing class of $a_{R}$.

The term "zeroing class" will hereafter be abbreviated to zass, and a "ray class" will be called a rass.

Definition: If $c_{R}$ is nonzero, then the element

$$
\begin{equation*}
\kappa_{R}=\left(a_{R}+\epsilon_{R^{\prime}} a_{R^{\prime}}+\cdots\right)=\frac{1}{v_{R}} c_{R} \tag{45}
\end{equation*}
$$

[where $\epsilon_{R^{\prime}}$ is given by (36)] is called the rass sum of $a_{R}$.

From (28), (26), and (38) one obtains

$$
\begin{equation*}
P^{(\alpha)}=\sum_{j=1}^{j=l^{(\alpha)}} P_{j j}^{(\alpha)}=\frac{l^{(\alpha)}}{g} \sum_{R} \chi^{(\alpha)^{*}}\left(a_{R}\right) a_{R} . \tag{46}
\end{equation*}
$$

This can be written as a linear combination of independent rass sums, since it is in the center:

$$
\begin{gather*}
\sum_{s} \frac{a_{s^{-1}} P^{(\alpha)} a_{s}}{\omega_{s^{-1}, s}}=g P^{(\alpha)}=\frac{l^{(\alpha)}}{g} \sum_{R=1}^{R=g} \chi^{(\alpha)}\left(a_{R}\right) c_{R} \\
P^{(\alpha)}=\frac{l^{(\alpha)}}{g^{2}} \sum_{\substack{\text { independent } \\
\text { rasses } j}}\left(\chi^{(\alpha)^{*}}\left(a_{R_{j}}\right) c_{R_{j}}\right. \\
 \tag{47}\\
\left.\quad+\chi^{(\alpha)^{*}}\left(a_{R,}\right) c_{R_{i^{\prime}}}+\cdots\right)
\end{gather*}
$$

In the series above, there is one term for each element of the $j$ th rass of $\mathcal{A}(\Theta, \omega)$. Assuming, as before, that $R_{j}^{\prime}=T^{-1} R_{j} T$ and using (44) and (38), there results

$$
\begin{align*}
P^{(\alpha)}= & \frac{l^{(\alpha)}}{g^{2}} \sum_{\text {rasses }}^{j}\left(\chi^{(\alpha)}\left(a_{R_{i}}\right) c_{R_{i}}\right. \\
& \left.+\frac{1}{\epsilon_{R_{j}^{*} \epsilon_{R}}} \chi^{(\alpha)}\left(a_{R_{j}}\right), c_{R}+\cdots\right), \\
= & \frac{l^{(\alpha)}}{g^{2}} \sum_{\text {rasses }}^{j} O\left(C_{R_{j}}\right) \chi^{(\alpha)^{*}}\left(a_{R_{j}}\right) c_{R_{j}} \\
= & \frac{l^{(\alpha)}}{g} \sum_{\text {rassess }}^{j} \chi^{(\alpha)^{*}}\left(a_{R_{j}}\right) \kappa_{R_{i}} \tag{48}
\end{align*}
$$

where $\kappa_{R}$, is given by (45).
Finally, (41) and (45) give

$$
\begin{equation*}
\kappa_{R_{j}}=O\left(C_{R_{j}}\right) \sum_{\substack{\text { irreducible } \\ \text { representative } \\(\beta)}} \frac{\chi^{(\beta)}\left(a_{R_{j}}\right)}{l^{(\beta)}} P^{(\beta)} \tag{49}
\end{equation*}
$$

## 6. CHARACTER THEORY INVOLVING RASSES

The following two theorems show that only the rasses need be considered in manipulations of characters, while the rest of the ray algebra (the zasses) can be ignored.

Theorem 2: If $\chi^{(\alpha)}\left(a_{R}\right)=0$ for all ( $\alpha$ ), then $c_{R}=0$.
Proof: This follows immediately from (41).
Theorem 3: If $c_{R_{k}}=0$, then $\chi^{(\beta)}\left(a_{R_{k}}\right)=0$ for all $(\beta)$.
Proof: The expressions (47) for $P^{(\alpha)}$ do not include any elements from a zass. The expressions (46) for $P^{(\alpha)}$ show then that $\chi^{(\alpha)}\left(a_{R}\right)$ is identically zero for an element $a_{R}$ in a zass.

Now suppose $\left\{\mathcal{R}\left(a_{1}\right) \mathcal{R}\left(a_{2}\right) \cdots \mathcal{R}\left(a_{g}\right)\right\}$ is a representation of $\mathcal{A}(\mathcal{G}, \omega)$, i.e., a ray representation of $\mathcal{G}$ with factor system $\{\omega\}$. An immediate consequence of the preceding formalism is that if $\Omega$ is not equivalent to one of the $\mathfrak{D}^{(\alpha)}$, it must be equivalent to a direct sum of them. Let

$$
\mathfrak{R} \sim \oplus \sum_{(\alpha)} f^{(\alpha)}(\mathbb{R}) \mathscr{D}^{(\alpha)}
$$

|  | 1 | $r^{2}$ | $r^{4}$ | $\rho_{1}$ | $\rho_{2}$ | $\rho_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $r^{2}$ | $r^{4}$ | 1 | 2 | 3 |
| $r^{4}$ | $r^{4}$ | -1 | $-r^{2}$ | 3 | -1 | -2 |
| $r^{2}$ | $r^{2}$ | $r^{4}$ | -1 | 2 | 3 | -1 |
| $\rho_{1}$ | 1 | -3 | -2 | -1 | $r^{4}$ | $r^{2}$ |
| $\rho_{2}$ | 2 | 1 | -3 | $-r^{2}$ | -1 | $r^{4}$ |
|  | 3 | 2 | 1 | $-r^{4}$ | $-r^{2}$ | -1 |
| $r^{3}$ | $r^{3}$ | $r^{5}$ | $r$ | $1^{\prime}$ | 2 | 3' |
| $r$ | $r$ | $r^{3}$ | $r^{5}$ | $3^{\prime}$ | $1^{\prime}$ | $2^{\prime}$ |
| $r^{5}$ | $r^{5}$ | $-r$ | $-r^{3}$ | 2 ' | $-3^{\prime}$ | $-1^{\prime}$ |
| $\rho_{1}^{\prime}$ | $1^{\prime}$ | 3 ' | $-2^{\prime}$ | $-r^{3}$ | $-r$ | $r^{5}$ |
| $\rho_{2}^{\prime}$ | $2^{\prime}$ | 1 ' | $3^{\prime}$ | $-r^{5}$ | $-r^{3}$ | -r |
| $\rho_{3}^{\prime}$ | $3^{\prime}$ | -2' | $-1^{\prime}$ | $-r$ | $r^{5}$ | $r^{3}$ |

(The notation $a_{R}$ has been replaced by $R$ for each element of $D_{6}$.) The element $r$ corresponds to a rotation by $60^{\circ}$ around the six-fold axis, while $\rho_{1} \rho_{2}, \rho_{3}$, $\rho_{1}^{\prime}, \rho_{2}^{\prime}$, and $\rho_{3}^{\prime}$ correspond to various $180^{\circ}$ rotations around the axis shown in Fig. 1. (These are indicated by the numbers $1,2,3,1^{\prime}, 2^{\prime}$, and $3^{\prime}$ in the table.)


Fig. 1. The group of rotations in $D_{6}=D_{3} \times C_{2}$.
where the integer $f^{(\alpha)}(\mathfrak{R})$ is the frequency of $\mathscr{D}^{(\alpha)}$ in $\mathcal{R}$, or the $(\alpha)$ contents of $\mathcal{R}$. Now one has

$$
f^{(\alpha)}(\mathcal{R})=\operatorname{Tr} \mathfrak{R}\left(P_{i i}^{(\alpha)}\right)=\frac{1}{l^{(\alpha)}} \operatorname{Tr} \mathcal{R}\left(P^{(\alpha)}\right)
$$

which by (48) expands to

$$
\begin{equation*}
f^{(\alpha)}(R)=\frac{1}{g} \sum_{\substack{\text { rasses } \\ j}} o\left(C_{R,}\right) \chi^{(\alpha)^{*}}\left(a_{R j}\right) \operatorname{Tr} \mathcal{R}\left(a_{R,}\right) \tag{50}
\end{equation*}
$$

It is an easy matter to obtain rass-IR orthogonality relations. Substituting (49) into (48) and comparing coefficients yields

$$
\begin{equation*}
\frac{1}{g} \sum_{\text {rasses }} o\left(C_{R_{j}}\right) \chi^{(\alpha)}\left(a_{R_{j}}\right) \chi^{(\beta)}\left(a_{R_{j}}\right)=\delta^{\alpha \beta} \tag{51}
\end{equation*}
$$

while substitution of (48) in (49) yields

$$
\begin{equation*}
\frac{o\left(C_{R_{L}}\right)}{g} \sum_{(\beta)} \chi^{(\beta)}\left(a_{R_{L}}\right) \chi^{(\beta)}\left(a_{R_{j}}\right)=\delta_{L_{j}} \tag{52}
\end{equation*}
$$

## 7. CALCULATING CHARACTERS: AN EXAMPLE

The following is a table [see (6)] of $\mathcal{A}\left(D_{6} \omega\right)$ derived from a spinor representation $D^{\left(\frac{1}{2}\right)}$ of $O(3)$ :
$\left.\begin{array}{rrrrrr}r^{3} & r^{5} & r & \rho_{1}^{\prime} & \rho_{2}^{\prime} & \rho_{3}^{\prime} \\ r^{3} & r^{5} & r & 1^{\prime} & 2^{\prime} & 3^{\prime} \\ -r & -r^{3} & r^{5} & -3^{\prime} & -1^{\prime} & 2^{\prime} \\ r^{5} & -r & r^{3} & 2^{\prime} & -3^{\prime} & 1^{\prime} \\ -1^{\prime} & -3^{\prime} & -2^{\prime} & r^{3} & r & r^{5} \\ -2^{\prime} & -1^{\prime} & 3^{\prime} & r^{5} & r^{3} & -r^{\prime} \\ 3^{\prime} & -2^{\prime} & 1^{\prime} & -r & r^{5} & -r^{3} \\ -1 & -r^{2} & r_{2}^{4} & -1 & -2 & 3 \\ r^{4} & -1 & r^{2} & 3 & -1 & 2 \\ -r^{2} & -r^{4} & -1 & -2 & -3 & -1 \\ 1 & -3 & 2 & -1 & r^{4} & -r^{2} \\ 2 & 1 & 3 & -r^{2} & -1 & -r^{4} \\ -3 & -2 & 1 & r^{4} & r^{2} & -1\end{array}\right]$.

There are three rasses and three zasses. The rass sums are $k_{1}=1, k_{2}=r^{2}-r^{4}$ and $k_{3}=r-r^{5}$. These three form the following algebra:

\[

\]

The minimal equations satisfied by $k_{2}$ and $k_{3}$ are the following:

$$
\left(k_{2}\right)^{2}+k_{2}-2 k_{1}=0,\left(k_{3}\right)^{3}-3 k_{1}=0
$$

with the roots $(1,-2)$ for $k_{2}$, and $(\sqrt{3},-\sqrt{3}, 0)$ for
$k_{3}$. These roots will serve (sometimes repeatedly ${ }^{15}$ ) as coefficients $O\left(C_{R}\right) \chi^{(\beta)}\left(a_{R}\right) / l^{(\beta)}=a_{R}^{(\beta)}$ in (49):

$$
\kappa_{R}=O\left(C_{R}\right) \sum_{\beta} \frac{\chi^{(\beta)}\left(a_{R}\right)}{l^{(\beta)}} P^{(\beta)}=\sum_{\beta} a_{R}^{(\beta)} P^{(\beta)}
$$

The coefficients are tabulated below:


The character table is completed once the values of $l^{(\alpha)}, l^{(\beta)}$, and $l^{(\gamma)}$ are obtained. The relation (51) gives the following simple formula for these:

$$
\begin{aligned}
\left(\frac{1}{l^{(\alpha)}}\right)^{2} & =\frac{1}{g} \sum_{\text {rasses }} \frac{1}{o C_{R_{j}}}\left(\frac{o C_{R_{j}} \chi^{(\alpha)}\left(a_{R_{j}}\right)}{l^{(\alpha)}}\right)\left(\frac{o C_{R_{j}} \chi^{(\alpha)}\left(a_{R_{j}}\right)}{l^{(\alpha)}}\right) \\
& =\frac{1}{g} \sum_{j} \frac{1}{o C_{R_{j}}}\left|a_{R_{j}}^{(\alpha)}\right|^{2} .
\end{aligned}
$$

The resulting ray character table of $D_{6}$ is shown below:

$$
.
$$

This $\mathcal{A}\left(D_{6}, \omega\right)$ has diophantine solution (22) $2^{2}+$ $2^{2}+2^{2}=12$. The characters of other rass elements $r^{4}$ and $r^{5}$ follow from (38). The characters of zass elements are zero.
Other "double value" representations of $O(3)$ subduce ray representations of $D_{6}$. The contents of these are easily obtained by writing "down" the traces of them for $1, r^{2}$, and $r$, using the formula

$$
\chi^{(J / 2)}(\omega)=[\sin (J+1) \omega / 2] /(\sin \omega / 2)
$$

(where $\omega=2 \pi / 3$ for $r^{2}$ and $\omega=\pi / 3$ for $r$ ) and then applying (50).

## 8. CANONICAL RASSES

So far it has been assumed that one treated a given factor system without transformation, provided it was in a "unimodular" form corresponding to (2) and (11).

[^211]However, the theory of Sec. 5 inclines one to transform to a (generally) different factor system $\left\{\omega^{\prime}\right\}$ that is $p$-equivalent to $\{\omega\}$ but more convenient to deal with. For if

$$
\begin{equation*}
\kappa_{R}=a_{R}+\epsilon_{R^{\prime}} a_{R^{\prime}}+\cdots \tag{45}
\end{equation*}
$$

is a rass sum, one may write a new element

$$
\begin{equation*}
b_{R^{\prime}} \equiv \epsilon_{R^{\prime}} a_{R^{\prime}} \tag{53}
\end{equation*}
$$

for each element $a_{R^{\prime}}$ in the sum where $\epsilon_{R^{\prime}}$ is given by (36) as

$$
\epsilon_{R^{\prime}}=\frac{\omega_{T^{-1}, R T} \omega_{R, T}}{\omega_{T^{-1}, T}}
$$

if $R^{\prime}=T^{-1} R T$. Now if all these new elements $b_{R^{\prime}}$ for all the rass sums in $\mathcal{A}(\mathcal{S}, \omega)$ are collected along with the $a_{R}$ (which we label $b_{R} \equiv a_{R}$ for notational convenience) and the members of zasses $a_{z}$ (which we label $b_{z} \equiv a_{z}$ ), the resulting set $\left\{b_{R} \cdots b_{S} \cdots b_{T} \cdots\right\}$ is a basis of a new ray algebra $\mathcal{A}\left(\mathcal{G}, \omega^{\prime}\right)$, which is said to have canonical rasses.

One advantage of $\mathcal{A}\left(\mathcal{G}, \omega^{\prime}\right)$ is that if $\left\{\cdots M\left(b_{R}\right) \cdots\right.$ $\left.M\left(b_{s}\right) \cdots M\left(b_{T}\right) \cdots\right\}$ is a representation of it, then one has

$$
\begin{aligned}
\operatorname{Tr} M\left(b_{R^{\prime}}\right) & =\epsilon_{R^{\prime}} \operatorname{Tr} M\left(a_{R^{\prime}}\right) \\
& =\epsilon_{R^{\prime}} \frac{\omega_{T^{-1}, T}}{\omega_{T^{-1}, R T} \omega_{R, T}} \operatorname{Tr} M\left(a_{R}\right),
\end{aligned}
$$

or

$$
\begin{equation*}
\operatorname{Tr} M\left(b_{R^{\prime}}\right)=\operatorname{Tr} M\left(a_{R}\right)=\operatorname{Tr} M\left(b_{R}\right), \tag{54}
\end{equation*}
$$

provided $b_{R^{\prime}}$ and $b_{R}$ are in the same rass. If they are both in a zass, then the identity

$$
\begin{equation*}
\operatorname{Tr} M\left(b_{R^{\prime}}\right)=0=\operatorname{Tr} M\left(b_{R}\right) \tag{55}
\end{equation*}
$$

holds in any case.
Furthermore, in this $\mathcal{A}\left(\mathcal{\Im}, \omega^{\prime}\right)$ it is true that

$$
\begin{equation*}
b_{v}-1 b_{R^{\prime}} b_{v}=\omega_{v^{\prime},{ }^{\prime}, b_{v}} b_{v^{-1} R v^{\prime}} \tag{56}
\end{equation*}
$$

for any base element $b_{v}$, provided $b_{R^{\prime}}$ is in a rass.

## 9. INDUCTION INVOLVING RAY ALGEBRAS

The process of induction in groups is well described by Coleman ${ }^{16}$ and Bradley. ${ }^{17}$ A slight modification of their derivation allows us to perform the same operation with ray algebras without involving a covering group.

The idea is to obtain a representation [labeled $\mathfrak{R}=M \uparrow \mathcal{A}(\mathcal{S}, \omega)]$ of ray algebra $\mathcal{A}(\mathcal{S}, \omega)$ if you know a representation $\left\{\cdots M\left(a_{H}\right) \cdots\right\}$ of a subalgebra $\mathcal{A}(\mathscr{H}, \omega)$ of $\mathcal{A}(\mathcal{S}, \omega)$ corresponding to a subgroup $\mathfrak{H}$ of $\mathcal{G}$.

[^212]Proceeding in the manner of Bradley, ${ }^{17}$ one constructs left cosets of $\mathcal{H}$ in $\mathcal{G}$,

$$
\begin{equation*}
\mathcal{G}=\sum_{R} R \mathscr{H} \tag{57}
\end{equation*}
$$

while singling out one element $R$ from each coset to be the $R$ th coset leader.

Now, returning to the corresponding ray algebras, suppose $m$ vectors $\left\{{ }^{1} \Psi_{1}{ }^{1} \Psi_{2} \cdots^{1} \psi_{m}\right\}$ form a basis of representation $M$,

$$
\begin{equation*}
a_{H}^{1} \Psi_{i}=\sum_{i=1}^{i=m} \Psi_{i} M_{i j}\left(a_{H}\right) \tag{58}
\end{equation*}
$$

Let $m$ new vectors $\left\{R \Psi_{1} R \Psi_{2} \ldots R \Psi_{m}\right\}$ be defined for each coset leader in (57):

$$
\begin{equation*}
a_{R}{ }^{1} \Psi_{j} \equiv R \Psi_{j} \tag{59}
\end{equation*}
$$

Then, if $a_{g}$ is any element of $\mathcal{A}(\mathcal{G}, \omega)$, one has that

$$
\begin{equation*}
a_{g}^{S} \Psi_{j}=a_{g} a_{S}^{1} \Psi_{j}=\left(\frac{a_{R} a_{R^{-1}}}{\omega_{R^{-1}, R}}\right) a_{g} g_{S}{ }^{1} \Psi_{j} \tag{60}
\end{equation*}
$$

If you pick a leader $R$ such that $a_{R^{-1}} a_{g} a_{S}$ is an element of $\mathcal{A}(\mathscr{H}, \omega)$, (60) becomes

$$
\begin{equation*}
a_{g}{ }^{S} \Psi_{j}=\frac{a_{R}}{\omega_{R^{-1}, R}} \sum_{i=1}^{i=m} \Psi_{i} M_{i j}\left(a_{R^{-1} a_{g}} a_{S}\right) \tag{61}
\end{equation*}
$$

by (58), which in turn becomes

$$
a_{o}{ }^{S} \Psi_{j}=\sum_{i=1}^{i=m} R \Psi_{i} M_{i j}\left(a_{R^{-1}} a_{g} a_{S}\right) / \omega_{R^{-1}, R}
$$

by (59). The vectors $\left\{{ }^{1} \psi_{1} \cdots R \psi_{j} \cdots\right\}$ form the basis of the induced ray representation $M \uparrow \mathcal{A}(\mathcal{G}, \omega) \equiv \mathcal{R}$. One matrix $\mathcal{R}\left(a_{g}\right)$ of this is depicted in Fig. 2.

We now assume that $\mathcal{A}(\mathcal{S}, \omega)$ has canonical rasses and proceed to compute the traces of the induced


Fig. 2. The matrix $M \uparrow \mathcal{A}(\mathcal{G}, \omega) \equiv \mathcal{R}\left(a_{g}\right)$ induced by representation $M$ of ray-subalgebra $\mathcal{A}(\mathcal{H e}, \omega)$.
representation. One has

$$
\begin{aligned}
& \operatorname{Tr}(M \uparrow \mathcal{A}(\mathcal{G}, \omega))\left(a_{g}\right) \\
&=\sum_{\text {leadders }} \operatorname{Tr} M\left(a_{\left.R^{-1} a_{g} a_{R}\right) / \omega_{R^{-1}, R}\left\{\delta\left(\mathscr{H}, R^{-1} g R\right)\right\}}\right.
\end{aligned}
$$

where $\delta$ is defined by

$$
\delta\left(\mathscr{H}, R^{-1} g S\right) \equiv \begin{cases}1, & \text { if } R^{-1} g R \in \mathscr{H} \\ 0, & \text { if } R^{-1} g R \notin \mathscr{H}\end{cases}
$$

Using (56), one obtains

$$
\begin{equation*}
\operatorname{Tr}(M \uparrow \mathcal{A})\left(a_{g}\right)=\sum_{\substack{\text { leaders } \\ R}} \operatorname{Tr} M\left(a_{R^{-1} g R}\right)\left\{\delta\left(\mathscr{H}, R^{-1} g R\right\}\right. \tag{62}
\end{equation*}
$$

which can be converted to a sum over all $g$ using the following lemmas with (54) and (55).

Lemma 1: If a leader $R$ transforms $g$ into $h \in \mathscr{H}$ ( $R^{-1} S R=L \in \mathscr{H}$ ), then all the members of coset $R \mathcal{H}$ will transform $g$ into the class $C_{h}$ of $h$ in $\mathcal{H}$.

Proof: If $R^{-1} g R=h$ is in $\mathscr{H}$, and if $h^{\prime}$ is in $\mathscr{H}$, then $h^{\prime-1}\left(R^{-1} g R\right) h^{\prime}=h^{\prime-1} h h^{\prime}$. This becomes

$$
\left(R h^{\prime}\right)^{-1} g\left(R h^{\prime}\right)=h^{-1} h h^{\prime}
$$

Lemma 2: If a leader $R$ fails to transform $g$ into an $h \in \mathscr{H}$, then no member of coset $R \mathcal{H}$ can transform $g$ into $\mathcal{H}$.

Proof: Assume $R^{-1} g R=G$ is not in $\mathscr{H}$. Then $\left(R h^{\prime}\right)^{-1} g\left(R h^{\prime}\right)=h^{-1} G h^{\prime}$, and clearly this is not in $\mathcal{H}$.

The result is

$$
\begin{align*}
& \operatorname{Tr}(M \uparrow \mathcal{A})\left(a_{g}\right) \\
& \quad=\frac{1}{h} \sum_{\substack{\text { all } \\
\text { elements } \\
G \in \mathcal{G}}} \operatorname{Tr} M\left(a_{G^{-1}} a_{g} a_{G}\right) \delta\left(\mathscr{H}, G^{-1} g G\right) \tag{63}
\end{align*}
$$

Now assume that $g$ is in class $C_{j}$ of $\mathcal{G}$ and that $a_{g}$ is in the $j$ th rass of $\mathcal{A}(\mathcal{G}, \omega)$. Then it follows that

$$
\begin{equation*}
\operatorname{Tr}(M \uparrow \mathcal{A})\left(a_{g}\right)=\operatorname{Tr}(M \uparrow \mathcal{A})_{j}=\frac{g}{h o\left(C_{j}\right)} \sum_{\text {in }_{\text {all }} C_{j} \cap \mathfrak{H}} \operatorname{Tr} M\left(a_{h}\right) \tag{64}
\end{equation*}
$$

Assuming that this $j$ th class $C_{j}$ of $\mathcal{G}$ contains classes $C_{1}^{j}, C_{2}^{j}, C_{3}^{j}, \cdots, C_{n_{j}}^{j}$ of $\mathscr{H}$, one has

$$
\begin{equation*}
\operatorname{Tr}(M \uparrow \mathcal{A})_{j}=\frac{g}{h o\left(C_{j}\right)} \sum_{n=1}^{n=n_{j}} o\left(C_{n}^{j}\right) \operatorname{Tr}(M)_{n}^{j} \tag{65}
\end{equation*}
$$

using the notation $\operatorname{Tr}(M)_{n}^{j}=\operatorname{Tr}\left(M\left(a_{n}\right)\right)$ where $a_{n}$ is any member of rass ${ }^{18} C_{n}^{j}$ of $\mathcal{A}(\mathscr{H}, \omega)$.

[^213]The formalism is now set up to prove a Frobenius reciprocity theorem for ray algebras. Using Bradley's notation ( $\downarrow$ ) for subduction, letting $D^{(4)}$ denote an irreducible representation of $\mathcal{A}(\mathscr{H})$ and $\mathfrak{D}^{(\alpha)}$, an irreducible representation of $\mathcal{A}(\mathcal{G})$, one obtains the following theorem:

## Theorem 5:

$$
f^{(\alpha)}\left(D^{(A)} \uparrow \mathcal{A}(\mathcal{G})\right)=f^{(A)}\left(D^{(\alpha)} \downarrow \mathcal{A}(\mathscr{H})\right)
$$

Proof: Using (50) and (65), one has

$$
\begin{aligned}
& f^{(\alpha)}\left(D^{(A)} \uparrow \mathcal{A}(\mathcal{G})\right) \\
& \quad=\frac{1}{g_{\text {rasses } j}^{\text {of } \mathcal{A}(\mathcal{S})}} \boldsymbol{\sum} o\left(C_{j}\right) \chi_{j}^{(\alpha)^{*}}\left\{\frac{g}{h_{0}\left(C_{j}\right)} \sum_{\substack{\text { rassees } n \\
\text { of } \mathcal{A}(\tilde{J}) \\
\text { in } C_{j}}}^{n=n_{j}} o\left(c_{n}^{j}\right) X^{(A)}\binom{j}{n}\right\},
\end{aligned}
$$

where $X^{(A)}\binom{j}{n}$ is a character for rass $c_{n}^{j}$ of $\mathcal{A}(\mathscr{H})$. Rearranging this equation, one obtains

$$
f^{(\alpha)}\left(D^{(\alpha)} \uparrow(\mathcal{Y})\right)=\frac{1}{h} \sum_{\substack{\text { all rasses } \\ n \\ n \\ \hline \\ \text { ot } \mathcal{A}(\mathfrak{X})}} o\left(c_{n}^{j}\right) \chi_{j}^{(\alpha)^{*}} X^{(A)}\binom{j}{n},
$$

which, by (50) and the fact that $f^{(\alpha)^{*}}=f^{(\alpha)}$, proves the theorem.

With this established, it is an easy matter to prove the following two generalizations [Eqs. (66) and (67) below]:

Theorem 6: If $\mathcal{A}\left(\mathcal{H}^{\prime}\right)$ and $\mathcal{A}\left(\mathcal{H e}^{\prime \prime}\right)$ are two ray subalgebras of $\mathcal{A}(\mathcal{Y}), D^{(A)^{\prime}}$ is an IR of $\mathcal{A}\left(\mathcal{H}^{\prime}\right), D^{(B)^{\prime \prime}}$ is an IR of $\mathcal{A}\left(\mathscr{H}^{\prime \prime}\right)$, and $\mathscr{D}^{(\alpha)}$ is an IR of $\mathcal{A}(\mathcal{Y})$, then one has the following relations:

$$
\begin{align*}
f^{(A)^{\prime}}\left(D^{(B)^{\prime \prime}} \uparrow \mathcal{A}(\mathcal{Y})\right) & \left.\downarrow \mathcal{A}\left(\mathscr{H}^{\prime}\right)\right) \\
& =f^{(B)^{\prime \prime}}\left(\left(D^{(A)^{\prime}} \uparrow \mathcal{A}(\mathcal{Y})\right) \downarrow \mathcal{A}\left(\mathscr{K}^{\prime \prime}\right)\right. \tag{66}
\end{align*}
$$

and

$$
\begin{align*}
f^{(A)^{\prime}}\left(D^{(B)^{\prime \prime}}\right. & \left.\downarrow \mathcal{A}\left(\mathcal{H}^{\prime} \cap \mathcal{H}^{\prime \prime}\right)\right) \uparrow \mathcal{A}\left(\mathcal{H}^{\prime}\right) \\
& =f^{(B)^{\prime \prime}}\left(D^{(A)^{\prime}} \downarrow \mathcal{A}\left(\mathscr{H}^{\prime} \cap \mathcal{K}^{\prime \prime}\right)\right) \uparrow \mathcal{A}\left(\mathscr{H}^{\prime \prime}\right) \tag{67}
\end{align*}
$$

Proof: The proof of (67) is virtually identical to the proof of (66), which is now given. Assuming, as in Sec. 6, that

$$
\left(D^{(A)^{\prime}} \uparrow \mathcal{A}(\mathcal{Y})\right) \sim \oplus \sum_{(\alpha)} f^{(\alpha)}\left(D^{(A)^{\prime}} \uparrow \mathcal{A}(\mathcal{S})\right) \mathfrak{D}^{(\alpha)}
$$

and

$$
\mathscr{D}^{(\alpha)} \downarrow \mathcal{A}\left(\mathcal{K}^{\prime \prime}\right) \sim \oplus \sum_{(B)^{\prime \prime}} f^{(B)^{\prime \prime}}\left(\mathcal{D}^{(\alpha)} \downarrow \mathcal{A}\left(\mathscr{H}^{\prime \prime}\right)\right) D^{(B)^{\prime \prime}}
$$

one obtains the following expression for the righthand side of (66):

$$
\begin{aligned}
f^{(B)^{\prime \prime}}\left(D^{(A)^{\prime}} \uparrow\right. & \left.\mathcal{A}(\mathcal{Y})) \downarrow \mathcal{A}\left(\mathcal{H}^{\prime \prime}\right)\right) \\
& =\sum_{(\alpha)} f^{(\alpha)}\left(D^{(A)} \uparrow \uparrow \mathcal{A}(\mathcal{S})\right) f^{(B)^{\prime \prime}}\left(\mathcal{D}^{(\alpha)} \downarrow \mathcal{A}\left(\mathcal{H}^{\prime \prime}\right)\right) .
\end{aligned}
$$

Applying Theorem 5, one has

$$
\begin{aligned}
f^{(B)^{\prime \prime}}\left(D^{(A)^{\prime}} \uparrow\right. & \left.\mathcal{A}(\mathcal{Y}) \downarrow \mathcal{A}\left(\mathcal{H}^{\prime \prime}\right)\right) \\
& =\sum_{(\alpha)} f^{(\alpha)}\left(D^{(A)^{\prime}} \uparrow \mathcal{A}(\mathcal{Y})\right) f^{(\alpha)}\left(D^{(B)^{\prime \prime}} \uparrow \mathcal{A}(\mathcal{Y})\right)
\end{aligned}
$$

which is clearly equal to the left side of (66).

## 10. OBTAINING RAY REPRESENTATION EXAMPLES

The reciprocity theorems allow the extension of the recursive techniques of Seitz $^{19}$ and Boerner $^{20}$ (for finding the IR of solvable groups) to the corresponding ray algebras. This will be described here without detailed proof, and examples will be treated.

Suppose $\mathcal{A}(\mathscr{H})$ is a ray subalgebra of $\mathcal{A}(\mathcal{G})$ corresponding to normal subgroup $\mathfrak{H}$ of $\mathcal{G}$ with prime index $p[O(\mathcal{G} / \mathscr{H})=p]$. Then the $\operatorname{IR}\left\{\mathscr{D}^{(\alpha)}, \mathscr{D}^{(\beta)}, \cdots\right\}$ of $\mathcal{A}(\mathcal{Y})$ will be obtained from the $\operatorname{IR}\left\{D^{(A)}, D^{(B)}, \cdots\right\}$ of $\mathcal{A}(\mathcal{H C})$ by the process of induction $D^{(\alpha)}=D^{(B)} \uparrow \mathcal{A}(\mathcal{G})$, as described in Sec. 9, and by a process called extension $\mathfrak{D}^{(\beta)}=D^{(B)} \rightarrow \mathcal{A}(\mathcal{S})$, which is described now.

Extension is used when $D^{(B)} \uparrow \mathcal{A}(\mathcal{Y})$ is not an irreducible representation of $\mathcal{A}(\mathcal{Y})$. This can be checked by using Eqs. (65) and (51). In this case, and under the conditions listed above, there is an IR $\mathscr{D}^{(\beta)}$ of $\mathcal{A}(\mathcal{S})$ such that $\mathscr{D}^{(\beta)} \downarrow \mathcal{A}(\mathscr{H})=D^{(B)}$. Furthermore, the representation $D^{(B)} G$, defined by

$$
\begin{equation*}
D^{(B)} G\left(a_{H}\right) \equiv \frac{D^{(B)}\left(a_{G^{-1}} a_{H} a_{G G}\right)}{\omega_{G^{-1}, G}} \tag{68}
\end{equation*}
$$

for a given $G$ in $\mathcal{G}$ and all $a_{H}$ in $\mathcal{A}(\mathscr{H})$, is equivalent to $D^{(B)}$; i.e.,

$$
\begin{equation*}
D^{(B)} G=\mathfrak{C}^{-1} D^{(B)} \mathfrak{C} \tag{69}
\end{equation*}
$$

for some matrix $\mathcal{G}$. One may obtain all the solutions $\mathfrak{G}$ to (67) by using the unit dyads of $\mathcal{A}(\mathscr{H})$. Clearly then,

$$
\begin{equation*}
\mathfrak{D}^{(\alpha)}\left(a_{G}\right)=\mu_{G}^{(\alpha)} \mathcal{C} \tag{70}
\end{equation*}
$$

where the allowed constants $\mu^{(\alpha)}, \mu^{(\beta)}, \cdots$, are obtained by inspecting $\mathcal{A}(\mathcal{S})$. A number of inequivalent IR $\left\{D^{(\alpha)}, \mathscr{D}^{(\beta)}, \cdots\right\}$ of $\mathcal{A}(\mathscr{G})$ will result, corresponding to the number of distinct allowed constants ( $\mu^{(\alpha)}$, $\left.\mu^{(\beta)}, \cdots\right)$.

## A. Double-Valued Representations of $D_{n}$

The group $D_{n}$ has a cyclic subgroup $C_{n}$ of index 2 , which is generated by an element $R$ which satisfies the relation

$$
\begin{equation*}
R^{n}=1 \tag{71}
\end{equation*}
$$

The ray algebra $\mathcal{A}\left(D_{n}\right)$ derived from spinors has a ray subalgebra $\mathcal{A}\left(C_{n}\right)$, which is generated by an element

[^214]
$a_{R}$ which satisfies the relation below:
\[

$$
\begin{equation*}
\left(a_{R}\right)^{n}=-a_{1} \tag{72}
\end{equation*}
$$

\]

Now there are as many IR (labeled as $\left\{D_{(R)}^{(0)} D_{(R)}^{(1)}\right.$ $\left.D_{(R)}^{(A)} \cdots\right\}$ ) of $C_{n}$ as there are $n$th roots of unity. Similarly, there are as many IR $\left\{\cdots D^{(A)}\left(a_{R}\right) \cdots\right\}$ of $\mathcal{A}\left(C_{n}\right)$ as there are roots of minus one. In fact, for $C_{n}$ one has $D^{(A)}(R)=$ [an $n$th root of (1)], while for $\mathcal{A}\left(C_{n}\right)$ one has $D^{(A)}(R)=$ [an $n$th root of $\left.(-1)\right]$.

Now the IR $D^{(\alpha)}$ of $D_{n}\left(\mathcal{A}\left(D_{n}\right)\right)$ are obtained from the IR $D^{(A)}$ of $C_{n}\left(\mathcal{A}\left(C_{n}\right)\right)$ by induction or extension, depending on whether case (a) or case (b), shown below, is relevant.

Case (a): $D^{(A)}$ not equal to $D^{(A)^{*}}$. In this case

$$
\begin{aligned}
& D^{(A)} \uparrow D_{n} \\
& \quad \sim D^{(A)^{*}} \uparrow D_{n}\left[D^{(A)} \uparrow \mathcal{A}\left(D_{n}\right) \sim D^{(A)^{*}} \uparrow \mathcal{A}\left(D_{n}\right)\right]
\end{aligned}
$$

and induction yields one two-dimensional IR of $D_{n}\left[\right.$ of $\left.\mathcal{A}\left(D_{n}\right)\right]$ for each conjugate pair $D^{(A)}$ and $D^{(A)^{*}}$.

Case (b): $D^{(A)}$ equals $D^{(A)^{*}}$. In this case extension yields two inequivalent one-dimensional IR of $D_{n}\left[\right.$ of $\left.\mathfrak{A}\left(D_{n}\right)\right]$.

Examination of the following tables for $n=2,3,4$, and 6 should make this clear, and the results for arbitrary $n$ should thereby be transparent.
$n=6$. The IR of $C_{6}$ and $\mathcal{A}\left(C_{6}\right)$ are indicated by vectors in complex plane in Figs. 3 and 4, respectively.


These yield IR of $D_{6}$ and $\mathcal{A}\left(D_{6}\right)$, whose character tables are drawn below:

|  | 1 | $R^{2}$ | $\rho$ | $R^{3}$ | $R^{5}$ | $\rho^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (extended) | 1 | 1 | 1 | 1 | 1 | 1 |
| (extended) | 1 | 1 | $-1$ | 1 | 1 | $-1$ |
| (induced) | 2 | -1 | 0 | 2 | -1 | 0 |
| (extended) | 1 | 1 | 1 | $-1$ | -1 | $-1$ |
| (extended) | 1 |  | $-1$ | $-1$ | -1 | 1 |
| (induced) | 2 | $-1$ | 0 | -2 | 1 | 0 |
|  |  | 1 | $R^{2}$ |  |  |  |
| (induced) |  |  | 1 | - |  |  |
| (induced) |  | ) | 1 |  | . |  |
| (induced |  |  | -2 |  | ) |  |

$n=4$. The IR of $C_{4}$ and $\mathcal{A}\left(C_{4}\right)$ are indicated in Figs. 5 and 6 , respectively. These yield IR of $D_{4}$ and $\mathcal{A}\left(D_{4}\right)$

Fig. 5. Irreducible representations of the generator of $C_{4}$.

with the following character tables:

$n=3$. The IR of $C_{3}$ and $\mathcal{A}\left(C_{3}\right)$ are indicated in Figs. 7 and 8, respectively. These yield the following


Fig. 6. Irreducible representations of the generator of
$\mathcal{A}\left(C_{4}, \omega\right)$.
character tables for the IR of $D_{3}$ and $\mathcal{A}\left(D_{3}\right)$ :


Note that $\mathcal{A}\left(D_{3}\right)$ is $p$-equivalent to $D_{3}$.
$n=2$. The IR of $C_{2}$ and $\mathcal{A}\left(C_{2}\right)$ are indicated in Figs. 9 and 10 .
The resulting IR of $D_{2}$ and $\mathcal{A}\left(D_{2}\right)$ are characterized as follows:

| 1 | $R$ | $R^{\prime}$ | $R^{\prime \prime}$ |  |
| :--- | ---: | ---: | ---: | ---: |
| (extended) <br> (extended) | 1 | 1 | 1 | 1 |
| (extended) | 1 | -1 | 1 | -1 |
| (extended) | 1 | -1 | 1 | -1 |
| 1 | -1 | -1 | 1 |  |
|  |  |  |  |  |

(induced) 1

## B. The Groups $T$ and $D$

The tetrahedral group $T$ is of order 12 and contains the group $D_{2}$ discussed in the preceding section. The representations of a nontrivial ray algebra $\mathcal{A}(T)$, derived from spinors, are characterized below along


Fig. 7. Irreducible representations of the generator of $C_{8}$.

Fig. 8. Irreducible representations of the generator of $\mathcal{A}\left(C_{3}, \omega\right)$.

with the representations of the group $T$ itself:

Here $r$ and $r^{2}$ indicate the classes (rasses) of $120^{\circ}$
Here $r$ and $r^{2}$ indicate the classes (rasses) of $120^{\circ}$
rotations around the points and faces of a tetrahedron,
Fig. 9. Irreducible
representations of the
generator of $C_{2}$.
Fig. 9. Irreducible
representations of the
generator of $C_{2}$.
Fig. 9. Irreducible
representations of the
generator of $C_{2}$.

while the $R(2)$ indicates the class $\left\{R, R^{\prime}, R^{\prime \prime}\right\}$ of $180^{\circ}$ rotations about the tetrahedron edges. [Clearly, $a_{R(2)}$ is in a zass of $\mathcal{A}(T)$.] Note that all the representations of $\mathcal{A}(T)$ are extensions of the one IR of $\mathcal{A}\left(D_{2}\right)$.


$$
\begin{gathered}
\mathcal{A}(T) \begin{array}{ccc}
a_{1} & a_{r} & a_{r_{2}} \\
\begin{array}{|ccc}
2 & 1 & 1 \\
2 & \exp \left(\frac{2 \pi i}{3}\right) & \exp \left(\frac{-2 \pi i}{3}\right) \\
2 & \exp \left(\frac{-2 \pi i}{3}\right) & \exp \left(\frac{2 \pi i}{3}\right)
\end{array}
\end{array} . \begin{array}{c} 
\\
\hline
\end{array}
\end{gathered}
$$

The octahedral (cubic) group $O$ is of order 24 and has $T$ as a subgroup. The representations of $O$ and a nontrivial ray algebra $\mathcal{A}(O)$ are characterized below. Here class $r$ of $O$ contains classes $r$ and $r^{2}$ of $T . R(4)$ and $R(2)$ are classes of $90^{\circ}$ and $180^{\circ}$ rotations, respectively, around cube faces. $i(2)$ is the class of $180^{\circ}$ rotations around cube edges.


| $\mathcal{A}(0)$ | $a_{1}$ | $a_{r}$ | $a_{R(4)}$ |
| :--- | ---: | ---: | ---: |
|  |  |  |  |
| (extended) | 2 | 1 | $\sqrt{2}$ |
| (extended) | 2 | 1 | $-\sqrt{2}$ |
| (induced) | 4 | -1 | 0 |
|  |  |  |  |

The first two IR of $\mathcal{A}(0)$ are simply extensions of the one real IR of $\mathcal{A}(\mathbf{T})$. The third one can be induced by either of the complex IR of $\mathcal{A}(\mathbf{T})$.

The diophantine solution of $\mathcal{A}(0)$ is $2^{2}+2^{2}+4^{2}=$ 24. One sees from Theorem 1 that the solution $2^{2}+2^{2}+2^{2}+2^{2}+2^{2}+2^{2}=24$ could never exist for any ray algebra of 0 .

## 11. OUTER PRODUCTS OF RAY REPRESENTATIONS

Suppose one has a number $n$ of different non- $p$ equivalent factor systems defined over a group ©, such that
$\left\{\omega_{R, S}^{(1)}=1\right\}\left\{\omega_{R, S}^{(2)} \cdots\right\}\left\{\cdots \omega_{R, S}^{(3)} \cdots\right\} \cdots\left\{\cdots \omega_{R, S}^{(n)} \cdots\right\}$.
(Here $\omega^{(1)}$ is the trivial factor system.) Suppose also that no other factor system can be defined over $\mathcal{G}$ that is not $p$-equivalent to one of these.
Denote by $\left\{D^{(\alpha)}, D^{(\alpha)^{\prime}}, \cdots\right\}$ the set of all IR of $\mathcal{A}\left(\mathcal{S}, \omega^{(\alpha)}\right)$ and by $\left\{\mathfrak{D}^{(\beta)}, \mathfrak{D}^{(\beta)}, \cdots\right\}$ the IR of $\mathcal{A}\left(\mathcal{S}, \omega^{(b)}\right)$. Thus,

$$
\begin{align*}
& \mathscr{D}^{(\alpha)}\left(a_{R}\right) \mathfrak{D}^{(\alpha)}\left(a_{S}\right)=\omega_{R, S}^{(a)} \mathbb{D}\left(a_{R S}\right), \\
& \mathcal{D}^{(\beta)}\left(a_{R}\right) \mathfrak{D}^{(\beta)}\left(a_{S}\right)=\omega_{R, S}^{(b)} \mathbb{D}\left(a_{R S}\right) . \tag{73}
\end{align*}
$$

Consider the outer (tensor) products of two of these representations:
$\left\{\cdots \mathfrak{D}^{(\alpha)}\left(a_{R}\right) \otimes \mathfrak{D}^{(\beta)}\left(a_{R}\right), \cdots, \mathscr{D}^{(\alpha)}\left(a_{S}\right) \otimes \mathscr{D}^{(\beta)}\left(a_{S}\right), \cdots\right\}$.
These form a ray representation of $\mathcal{G}$ :

$$
\begin{align*}
& {\left[\mathfrak{D}^{(\alpha)}\left(a_{R}\right) \otimes \mathscr{D}^{(\beta)}\left(a_{R}\right)\right]\left[\mathfrak{D}^{(\alpha)}\left(a_{S}\right) \otimes \mathscr{D}^{(\beta)}\left(a_{S}\right)\right]} \\
& \quad \quad=\omega_{R, S}^{(\alpha)} \omega_{R, S}^{(b)}\left[\mathfrak{D}^{(\alpha)}\left(a_{R S}\right) \otimes \mathfrak{D}^{(\beta)}\left(a_{R S}\right)\right] . \tag{74}
\end{align*}
$$

But by (74) the factor system of this representation is (in general) $p$-equivalent to some other factor system $\omega^{(c)}$. Therefore $\left(\mathfrak{D}^{(\alpha)} \otimes \mathfrak{D}^{(\beta)}\right)$ can be reduced by similarity transformation $\mathcal{G}$, and projective transformations $\left\{\cdots c_{R} \cdots c_{S} \cdots\right\}$, to a direct sum of the IR $\left\{\mathfrak{D}^{(\gamma)}, \mathfrak{D}^{(\gamma)^{\prime}}\right\}$ of $\mathcal{A}\left(\mathcal{S}, \omega^{(c)}\right)$ :
$\mathscr{C}^{-1}\left[c_{R} \mathfrak{D}^{(\alpha)}\left(a_{R}\right) \otimes \mathfrak{D}^{(\beta)}\left(a_{R}\right)\right] \mathfrak{G}$

$$
=\left|\begin{array}{ccc}
\boxed{\mathfrak{D}^{(\gamma)}\left(a_{R}\right)} & & \\
& \begin{array}{|cc|} 
& \mathfrak{D}^{(\gamma)^{\prime}}\left(a_{R}\right) \\
& \\
& \\
&
\end{array}|. . .|
\end{array}\right|
$$

One may use the unit dyads to compute the constants $c_{R}$ and the matrices $\mathcal{G}$ indicated in (75). The components of the $\zeta$ matrix are Clebsch-Gordan coefficients.

One should note the difference between the preceding theory and that of Rudra. For example, in Eq. (21) of his first paper ${ }^{7}$ he defines the direct product of two representations $\Gamma_{\mu}$ and $\Gamma_{v}$ belonging to a particular factor system $\left\{\omega_{R, S}\right\}$ by

$$
\begin{aligned}
\Gamma_{\mu \otimes v}(R)_{i k, j L} & \equiv\left(\Gamma_{\mu}(R) \otimes \Gamma_{\mu}(R)\right)_{i k, j L} \\
& =\left[\prod_{P \in \mathcal{G}} \omega_{R, P} \omega_{P, R}\right]^{-\frac{12}{2} q} \Gamma_{\mu}(R)_{i j} \Gamma_{v}(R)_{k L}
\end{aligned}
$$

and supposedly obtains a representation $\Gamma_{\mu \otimes v}$ that belongs to that same factor system. But we have shown that this is impossible if $\left\{\omega_{R . S}\right\}$ is not $p$-equivalent to the trivial factor system.
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#### Abstract

The following statistical problem arises in the theory of exciton trapping in photosynthetic units: Given an infinite periodic lattice of unit cells, each containing $N$ points of which $(N-1)$ are chlorophyll molecules and one is a trap; if an exciton is produced with equal probability at any nontrapping point, how many steps on the average are required before the exciton reaches a trapping center for the first time? It is shown that, when steps can be taken to near-neighbor lattice points only, as $N \rightarrow \infty$, our required number of steps is


$$
\langle n\rangle \sim \begin{cases}N^{2} / 6, & \text { linear chain }, \\ \pi^{-1} N \log N, & \text { square lattice } \\ 1.5164 N, & \text { single cubic lattice }\end{cases}
$$

The correction terms for medium and relatively small $N$ are obtained for a number of lattices.

## 1. INTRODUCTION

Photosynthesis in plants is the employment of light energy for the production of sugars and carbohydrates from $\mathrm{CO}_{2}$ and $\mathrm{H}_{2} \mathrm{O}$, according to the chemical reaction

$$
n \mathrm{CO}_{2}+n \mathrm{H}_{2} \mathrm{O} \rightarrow\left(\mathrm{CH}_{2} \mathrm{O}\right)_{n}+n \mathrm{O}_{2} .
$$

The detailed conversion occurs in an object called a photosynthetic unit which, among other things, contains a network or lattice of chlorophyll molecules. The long chain of events which starts with the absorption of a photon and ends with the production of the sugar can be separated into three main processes:
(a) A photon is absorbed by a chlorophyll molecule, exciting the molecule.
(b) The excitation or "exciton" is transferred from one chlorophyll molecule to a neighboring one on the lattice with the original excited molecule reverting to the ground state. This process continues, the exciton enjoying a random walk through the lattice.
(c) The exciton finally reaches a trapping center, triggering a detailed chemical reaction which is involved in the formation of sugar.

We shall be concerned with the statistical aspects of process (b) in this paper. A detailed survey of the current understanding of the various processes can be found in the excellent review by Duysens. ${ }^{1}$
Investigations are usually carried out on pigmented algae or bacteria suspended in a liquid medium. One type of experiment involves the radiation of the

[^215]organism with light of known intensity and frequency, observing the rate of $\mathrm{O}_{2}$ production. As early as 1932 Emerson and Arnold ${ }^{2}$ probed the time lapse between processes (a) and (c) by radiating the specimens with light pulses of very short duration separated by much longer time intervals and observing the response of the system through $\mathrm{O}_{2}$ formation. One factor contributing to the length of time between the original excitation and the formation of the $\mathrm{O}_{2}$ molecule is the duration of the random walk discussed in (b) before trapping.
A maximum "flash yield" of oxygen per photon is obtained when the duration of the pulse is very short (say, $<10^{-5} \mathrm{sec}$ ) and the interval between pulses is very long (say, 0.05 sec ). Various experiments ${ }^{1}$ indicate that eight to ten photons are required to liberate an $\mathrm{O}_{2}$ molecule and the maximum $\mathrm{O}_{2}$ yield is about one $\mathrm{O}_{2}$ molecule per 200-500 chlorophyll molecules. It has been suggested that there must be about 250 chlorophyll molecules per trap in order to obtain the observed $\mathrm{O}_{2}$ yields.
The model ${ }^{1}$ which evolves from such experiments (and a statistical problem which it suggests) is as follows: The chlorophyll molecules form some kind of regular lattice in which is imbedded, in a regular way, one trap for every $N$ chlorophyll molecules, $N$ being in the range $250-500$. A photon may be absorbed with equal probability by any chlorophyll molecule and then, by an exciton transfer mechanism, walk randomly through the lattice until it reaches a trapping center for the first time, at which moment it is absorbed and process (c) starts.

[^216]The statistical problem which is then to be discussed in this paper is: Given an infinite lattice of unit cells, each cell containing $N$ points of which ( $N-1$ ) are chlorophyll molecules and 1 is a trap; if an arbitrary chlorophyll molecule is excited, how many steps must be taken by the exciton in a random walk before it is trapped?
Actually, we consider the equivalent problem of a finite lattice of $N$ points with a trap at the origin and allow the random walk to take place on the torus which is formed by connecting the opposite ends of the unit cell. Practically all the information and ideas required to discuss this problem have been given in the first two papers of this series. ${ }^{3,4}$

Pearlstein ${ }^{5,6}$ and Robinson ${ }^{7}$ have already discussed this problem to some extent for a square lattice, and Knox ${ }^{8}$ has treated it for square and triangular lattices by direct machine inversion of the transfer matrix. Here an analytic solution for arbitrary lattices will be obtained in terms of asymptotic series in $1 / N$. In some special cases in which there is an equal probability for a random walker to go to any nearest-neighboring point on a given step, we find the average number of steps $\langle n\rangle$ before trapping to be:
(a) one-dimensional chain:

$$
\langle n\rangle=N(N+1) / 6 ;
$$

(b) square lattice:

$$
\begin{aligned}
\langle n\rangle=\pi^{-1} N \ln N+0.195056 N & -0.1170 \\
& -0.051 N^{-1}+O\left(N^{-2}\right)
\end{aligned}
$$

(c) simple cubic lattice:

$$
\langle n\rangle=1.5164 N+O\left(N^{\frac{1}{2}}\right)
$$

The two-dimensional result seems to give the best agreement with light flash experiments. ${ }^{5}$

## 2. GENERAL FORMALISM

Let $F_{n}(s)$ be the probability that a lattice walker which starts at the origin arrives at lattice point $s$ for the first time after $n$ steps. Also define

$$
\begin{equation*}
F(s, z)=\sum_{n=1}^{\infty} z^{n} F_{n}(s) \tag{1}
\end{equation*}
$$

to be the generating function of the set $\left\{F_{n}(s)\right\}$. It can

[^217]be shown that ${ }^{3,4}$
\[

$$
\begin{equation*}
F(s, z)=\left[P(s, z)-\delta_{s, 0}\right] / P(0, z) \tag{2}
\end{equation*}
$$

\]

where $P(s, z)$ is the generating function

$$
\begin{equation*}
P(s, z)=\sum_{n=0}^{\infty} z^{n} P_{n}(s) \tag{3}
\end{equation*}
$$

with $P_{n}(s)$ being the probability that a walker starting from the origin arrives at $s$ for the first time after $n$ steps, independently of how many previous visits he already had at $s$.

Suppose that the origin is a trapping point and that at time $t=0$ a walker has the same probability of being at any nontrapping point on the lattice. Then the generating function for the probability that a walker will be trapped in a given number of steps is

$$
\begin{align*}
G_{k}(z) & =\frac{1}{N-1} \sum_{s \neq 0} F(s, z) \\
& =\frac{1}{N-1}\left\{\sum_{s} F(s, z)-F(0, z)\right\} \tag{4}
\end{align*}
$$

on a $d$-dimensional lattice with $m \times m \times \cdots \times m=$ $m^{d}=N$ lattice points and periodic boundary conditions (i.e., walk on a $d$ torus). $N-1$ is the number of nontrapping points. Then, from (2),

$$
\begin{align*}
G_{k}(z) & =\frac{1}{N-1}\left\{\sum \frac{\left[P(s, z)-\delta_{s, 0}\right]}{P(0, z)}-1+\frac{1}{P(0, z)}\right\} \\
& =\frac{1}{N-1}\left\{-1+\sum_{s} P(s, z) / P(0, z)\right\} \tag{5}
\end{align*}
$$

However, since $\sum_{s} P_{n}(s)=1$, we find

$$
\sum_{s} P(s, z)=\sum_{n} z^{n} \sum_{s} P_{n}(s)=\sum_{n} z^{n}=1 /(1-z)
$$

so that

$$
\begin{equation*}
G_{a}(z)=\frac{1}{N-1}\left\{[(1-z) P(0, z)]^{-1}-1\right\} \tag{6}
\end{equation*}
$$

Note that $P(0, z)$ is the generating function for all walks which start and end at the origin.

The average number of steps required to reach the origin for the first time (i.e., to be trapped) is

$$
\begin{equation*}
\langle n\rangle=\partial G_{a}|\partial z|_{z=1}=\frac{1}{N-1} \frac{\partial}{\partial z}\left\{\frac{1}{(1-z) P(0, z)}\right\}_{z=1} . \tag{7}
\end{equation*}
$$

This is our basic formula.
To obtain an idea of how (7) is to be applied, consider a ring of $N$ equally spaced lattice points. Suppose that when a walker is at any of these points, the probability is $\frac{1}{2}$ that his next step will be to either one of his neighboring lattice points. Then it is easy to show that the generating function for all walks
which start and end at the origin is ${ }^{3}$

$$
\begin{align*}
P(0, z) & =\frac{1}{N} \sum_{k=0}^{N-1} 1 /[1-z \cos (2 \pi k / N)] \\
& =\left\{\frac{1+x^{N}}{1-x^{N}}\right\} \frac{1}{\left(1-z^{2}\right)^{\frac{1}{2}}} \tag{8}
\end{align*}
$$

(the summation is carried out in Appendix A), where

$$
\begin{align*}
x= & {\left[1-\left(1-z^{2}\right)^{\frac{1}{2}}\right] / z } \\
= & 1-2^{\frac{1}{2}}(1-z)^{\frac{1}{2}}+(1-z)-\left(\frac{3}{4}\right) \sqrt{2}(1-z)^{\frac{3}{2}} \\
& +(1-z)^{2}-\cdots, \tag{9}
\end{align*}
$$

so that, as $z \rightarrow 1$,

$$
\begin{align*}
& \frac{1}{(1-z) P(0, z)} \\
& \quad=N-\frac{N\left(N^{2}-1\right)(1-z)}{6}+O(1-z)^{2} \tag{10}
\end{align*}
$$

An immediate application of (7) with $d=1$ then yields the following expression for the average number of steps required for a walker to be trapped:

$$
\begin{align*}
\langle n\rangle & =(N-1)^{-1} N\left(N^{2}-1\right) / 6 \\
& =N(N+1) / 6 . \tag{11}
\end{align*}
$$

One has to work a little harder to establish similar formulas for two- and three-dimensional lattices. We consider first the class of walks in which the probability of a walker making a step represented by a given displacement vector is the same at every step. The cases of walks on two-dimensional square and triangular lattices are of this class, as is the case of a simple cubic lattice. The two-dimensional hexagonal lattice is not of this class. It corresponds to the situation in which one set of transition probabilities is appropriate for even-step numbers and another for odd-step numbers.

Let $p(s)$ be the probability that at any step a random walker makes a displacement $s$. Then

$$
\begin{equation*}
\sum_{s} p(s)=1 \tag{12}
\end{equation*}
$$

If one defines the "structure function" $\lambda(\theta)$ for the walk by the summation over all lattice points

$$
\begin{equation*}
\lambda(\theta)=\sum_{s} p(s) \exp i \theta \cdot s \tag{13}
\end{equation*}
$$

then, on a $d$-dimensional simple hypercubic lattice of ( $m \times m \times \cdots \times m=m^{d}=N$ ) lattice points, the generating function for those walks which start and


Fig. 1. See text for explanation.
end at the origin is ${ }^{3,4}$ (the $r$ 's being integral components of a lattice vector $r$ )

$$
\begin{equation*}
P(0, z)=m^{-d} \sum_{k_{1}=0}^{m-1} \sum_{k_{2}=0}^{m-1} \cdots \sum_{k_{d}=0}^{m-1}[1-z \lambda(2 \pi k / m)]^{-1} . \tag{14}
\end{equation*}
$$

One finds for structure function of a walk on a two-dimensional square lattice in which the transition probabilities are $p(s)=0$, except

$$
\begin{align*}
p(1,0) & =p(-1,0)=p(0,1)=p(0,-1)=1,  \tag{15a}\\
\lambda(\theta) & =\left(e^{i \theta_{1}}+e^{-i \theta_{1}}+e^{i \theta_{2}}+e^{-i \theta_{2}}\right) / 4=\frac{1}{2}\left(c_{1}+c_{2}\right), \tag{15b}
\end{align*}
$$

where $\theta=\left(\theta_{1}, \theta_{2}\right)=\mathbf{i} \theta_{2}+\mathbf{j} \theta_{2}$ and $c_{j}=\cos \theta_{j}$.
The case exhibited in Fig.1(a)with the weight $\frac{1}{6}$ for steps to any of the four nearest-neighbor points as well as to the identified two next-nearest neighbors (out of the possible four next nearest neighbor), i.e., $p(s)=0$, except for

$$
\begin{align*}
p(1,0)=p(-1,0) & =p(0,1)=p(0,-1) \\
= & p(1,-1)=p(-1,1)=\frac{1}{6} \tag{16a}
\end{align*}
$$

yields the structure function

$$
\begin{equation*}
\lambda(\theta)=\left[\cos \theta_{1}+\cos \theta_{2}+\cos \left(\theta_{1}-\theta_{2}\right)\right] / 3 \tag{16b}
\end{equation*}
$$

This example is of interest because, by shearing the square lattice of Fig.1(a), it can be made into the triangular lattice of Fig.l(b). Since there is a one-to-one correspondence between every walk which starts and ends at the origin of the sheared lattice and every walk which starts and ends at the origin of the original lattice, the statistics of such walks on the triangular lattice which have equal probabilities of a walker stepping to any of the 6 nearest-neighbor points can be discussed in terms of walks on a square lattice with the structure function in (16b).
Structure functions (15b) and (16b) are special cases of a more general class of random walks on a square lattice for which $p(s)=0$, unless

$$
\begin{align*}
p(1,0)=p(-1,0) & =p(0,1)=p(0,-1)=p,  \tag{17a}\\
p(1,1) & =p(-1,-1)=q_{1} ; \\
p(1,-1) & =p(-1,1)=q_{2}, \tag{17b}
\end{align*}
$$

with $4 p+2 q_{1}+2 q_{2}=1$. Then

$$
\begin{align*}
\lambda(\theta)=2 p\left(\cos \theta_{1}+\cos \theta_{2}\right) & +2 q_{1} \cos \left(\theta_{1}+\theta_{2}\right) \\
& +2 q_{2} \cos \left(\theta_{1}-\theta_{2}\right) . \tag{18}
\end{align*}
$$

Equation (15b) corresponds to $q_{1}=q_{2}=0$ and $p=\frac{1}{4}$; (16b) corresponds to $q_{1}=0, q_{2}=p=\frac{1}{6}$. A walk on which the probability of a jump to any second neighbor is a fraction $\alpha$ of that to a nearest neighbor is characterized by

$$
\begin{equation*}
q_{1}=q_{2}=\alpha p, \text { so that } 4 p(1+\alpha)=1 \tag{19}
\end{equation*}
$$

The structure function of a three-dimensional simple cubic lattice is

$$
\begin{equation*}
\lambda(\theta)=\left(\frac{1}{3}\right)\left(\cos \theta_{1}+\cos \theta_{2}+\cos \theta_{3}\right) . \tag{20}
\end{equation*}
$$

We shall now employ (7) and (14) to find the average number of steps required for a walker to be trapped on a simple cubic lattice when the number of lattice points per trap is very large. From (14),

$$
\begin{align*}
P(0, z) & =\frac{1}{m^{3}} \sum_{k_{1}=0}^{m-1} \sum_{k_{2}=0}^{m-1} \sum_{k_{3}=0}^{m-1}\left[1-\frac{1}{3} z\left(c_{1}+c_{2}+c_{3}\right)\right]^{-1} \\
& =\left\{m^{3}(1-z)\right\}^{-1}+\phi(0, z) \tag{21}
\end{align*}
$$

Here

$$
\begin{equation*}
\phi(0, z)=m^{-3} \sum^{\prime}\left[1-z\left(c_{1}+c_{2}+c_{2}\right) / 3\right]^{-1} \tag{22}
\end{equation*}
$$

is the sum (21) with the origin $k_{1}=k_{2}=k_{3}=0$ omitted. The function $\phi(0, z)$ has no singularity at $z=1$; indeed, as $m \rightarrow \infty$, we set $2 \pi k / m=\theta$ and $2 \pi / m=d \theta$ to obtain

$$
\begin{align*}
\phi(0,1) \rightarrow & \frac{1}{(2 \pi)^{3}} \iiint_{0}^{2 \pi} \int\left[1-\frac{1}{3}\left(\cos \theta_{1}+\cos \theta_{2}\right.\right. \\
& \left.\left.+\cos \theta_{3}\right)\right]^{-1} d \theta_{1} d \theta_{2} d \theta_{3} \\
= & \frac{4}{3 \pi^{2}}[18+12 \sqrt{2}+10 \sqrt{3}-7 \sqrt{6}] \\
& \times K^{2}[(2-\sqrt{3})(\sqrt{3}-\sqrt{2})] \\
= & 1.5163860591, \tag{23}
\end{align*}
$$

where $K(k)$ is the complete elliptic integral of the first kind. This integral was first calculated by Watson. ${ }^{9}$ Then, from (7),

$$
\begin{align*}
\langle n\rangle & =\lim _{z \rightarrow 1} \frac{\partial}{\partial z}\left\{\frac{1}{m^{3}(1-z) P(0, z)}\right\} \\
& =\lim _{z \rightarrow 1} \frac{\partial}{\partial z}\left\{1-m^{3}(1-z) \phi(0,1)+O(1-z)^{\frac{3}{2}}\right\} \\
& \sim N \phi(0,1)=1.5163860591 N+O\left(N^{+\frac{1}{2}}\right), \tag{24}
\end{align*}
$$

where $N=m^{3}$, the total number of lattice points per trap.

[^218]It is interesting to note that this result for the average number of steps required for trapping could have been deduced from the formula ${ }^{3,4}$

$$
\begin{equation*}
\left\langle n^{\prime}\right\rangle \left\lvert\, N \sim \phi(0,1)-\left(\frac{3}{2} \pi l\right)+O\left(1 / l^{2}\right)\right. \tag{25}
\end{equation*}
$$

for the average number $\left\langle n^{\prime}\right\rangle$ of steps required by a random walker who starts from the origin to reach the point $\left(l_{1}, l_{2}, l_{3}\right)$ [with $\left.l=\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right)^{\frac{1}{2}}\right]$ for the first time on a simple cubic lattice with $N$ lattice points. A remarkable property of this formula is that, when $l>25$, the ratio of average number of steps required to go to a given lattice point for the first time to the total number of lattice points becomes independent of the location of the lattice point. As the lattice becomes larger and larger, this applies to a larger fraction of lattice points. Now the average number of steps to go from the origin to $l$ for the first time is the same as the average number of steps to go from $l$ to a trap at the origin if $p(s)=p(-s)$ for all $s[p(s)$ being defined above Eq. (12)]. Hence, if we average over all lattice points where a walker might have started on his way to a trap at the origin, as $N \rightarrow \infty$ we see that

$$
\langle n\rangle \sim\left\langle n^{\prime}\right\rangle \sim N \phi(0,1),
$$

which is exactly (24).
This reasoning can also be employed to find $\langle n\rangle$ for a two-dimensional lattice. The formula ${ }^{3,4}$ which corresponds to (25) for the average number of steps required to reach $\left(l_{1}, l_{2}\right)$ for the first time is

$$
\begin{equation*}
\left\langle n^{\prime}\right\rangle \sim\left(N / \pi \sigma_{1} \sigma_{2}\right) \log \lambda, \tag{26a}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda^{2}=\left(l_{1}^{2} / \sigma_{1}^{2}\right)+\left(l_{2}^{2} / \sigma_{2}^{2}\right) \tag{26b}
\end{equation*}
$$

and

$$
\sigma_{j}^{2}=\sum s_{j}^{2} p(s)
$$

and it is postulated that

$$
\sum s_{1} s_{2} p(s)=0
$$

This vanishing correlation postulate is not satisfied for the case (17) when $q_{1} \neq q_{2}$ for

$$
\begin{equation*}
\sum s_{1} s_{2} p(s)=q_{1}-q_{2} . \tag{26c}
\end{equation*}
$$

For the present we limit our discussion to the case $\sigma_{1}^{2}=\sigma_{2}^{2}$. For square lattice walks with symmetrical nearest-neighbor and next-nearest-neighbor step probabilities, $q_{1}=q_{2}=q$ and

$$
\sigma_{1}^{2}=\sigma_{2}^{2}=2 p+4 q=(1-2 p)
$$

so that

$$
\begin{equation*}
\frac{\left\langle n^{\prime}\right\rangle}{N} \sim \frac{\log \left[\left(l_{1}^{2}+l_{2}^{2}\right)^{\frac{1}{2}} /(1-2 p)\right]}{\pi(1-2 p)} \tag{27}
\end{equation*}
$$

This formula is good except for those values of $\left(l_{1}, l_{2}\right)$ close to the origin. However, as $N \rightarrow \infty$ this
represents a vanishingly small fraction of the lattice points. Now $l \equiv\left(l_{1}^{2}+l_{2}^{2}\right)^{\frac{1}{2}}$ on the average is some fraction, say $f$ of $m=\sqrt{N}$; i.e., an average lattice point is some fraction of the distance to the boundary of the unit cell and $f$ is not too far from $\frac{1}{2}$. However, since this average $l=f m=f(N)^{\frac{1}{2}}$ appears in the logarithm in (27), as $N \rightarrow \infty$ the result is insensitive to $f$ and we again find that as $N \rightarrow \infty$

$$
\begin{align*}
\langle n\rangle \sim\left\langle n^{\prime}\right\rangle & \sim \frac{N \log [(f m) /(1-2 p)]}{\pi(1-2 p)} \\
& =\frac{N \log N}{2 \pi(1-2 p)}+O(N) \tag{28}
\end{align*}
$$

When the jumps are to nearest-neighbor points only, $p=\frac{4}{4}$ and

$$
\begin{equation*}
\langle n\rangle \sim \frac{1}{\pi} N \log N+O(N) \tag{29}
\end{equation*}
$$

The above reasoning is not applicable to the onedimensional case since the formula $\left\langle n^{\prime}\right\rangle=s(N-s)$ depends sensitively on the lattice point $s$ to which the walker is going (from which it starts in the case of the walk which starts at $s$ and ends at the origin). All one can say without the detailed averaging process which was carried out in the derivation of the exact formula (11), $\langle n\rangle=N(N+1) / 6$, is that an average $s$ is $O(N)$, so that $\langle n\rangle \sim\left\langle n^{\prime}\right\rangle=O\left(N^{2}\right)$.
While Eq. (29) is good for very large $N$, we see that when $N \sim 250$, which is the range of interest in the photosynthesis application, $\log N$ is not so large that the corrections of $O(N)$ can be neglected. Their calculation is a straight forward application of (7) but requires good estimates of $\phi(0,1)$ for not too large values of $N$. This is discussed in detail in Appendix $B$, whose results can be summarized as follows: as $z \rightarrow 1$,

$$
\begin{align*}
& P(0, z)=\frac{1}{N(1-z)}+\left\{c_{1} \log N+c_{2}+c_{3} / N\right. \\
& \left.\quad+c_{4} / N^{2}+\cdots\right\}+O(1-z)^{\frac{1}{2}} \tag{30}
\end{align*}
$$

Hence, from (7),

$$
\begin{align*}
\langle n\rangle=\left\{c_{1} N \log N+\right. & c_{2} N+c_{3} \\
& \left.+c_{4} / N+\cdots\right\} N /(N-1) \tag{31}
\end{align*}
$$

where the constants $c_{1}, c_{2}, \cdots$ depend on the lattice and are listed in Eq. (B38) of Appendix B. The first one, $c_{1}$, has the value

$$
\begin{equation*}
c_{1}=\left(\frac{1}{4 \pi}\right)\left\{\left(p+2 q_{1}\right)\left(p+2 q_{2}\right)\right\}^{-\frac{1}{2}} \tag{32}
\end{equation*}
$$

where the $q$ 's and $p$ are discussed in Eqs. (17-19). In particular, on a square lattice and on a triangular
lattice on which only nearest-neighbor jumps are allowed and are given equal weight,

$$
c_{1}= \begin{cases}1 / \pi, & \text { square lattice }  \tag{33}\\ \sqrt{3} /(2 \pi), & \text { triangular lattice }\end{cases}
$$

The numerical analysis of $\langle n\rangle$ for the complete range of $N$ going from 4 to $\infty$ is presented in the next section.

While (32) is not valid for a hexagonal lattice, (31) still is. It is shown in Sec. 4 that for a hexagonal lattice

$$
\begin{equation*}
c_{1}=3^{\frac{3}{2}} / 4 \pi \tag{33'}
\end{equation*}
$$

## 3. NUMERICAL RESULTS FOR SQUARE AND TRIANGULAR LATTICES

The constants $c_{2}, c_{3}$, and $c_{4}$ for square lattices are [see Eq. (B38) Appendix B, with $r=1$ ]:

$$
\begin{align*}
c_{2}= & (6-12 p)^{-1}+\frac{2}{\pi}[\gamma+\log (2 / \pi)] \\
& -\pi^{-1} \log (1+\eta) \\
& +\frac{4}{\pi}\left[e^{-2 \pi}+\frac{3}{2} e^{-4 \pi}+\frac{4}{3} e^{-6 \pi}+\cdots\right],  \tag{34}\\
c_{3}= & \frac{1}{2}(2-4 p)^{-1}\{(7-36 p) / 6+\pi(3 \eta-1) / 36 \\
+ & (4 \pi / 3) e^{-2 \pi}\left(1+3 e^{-2 \pi}+4 e^{-4 \pi}+\cdots\right) \\
- & 4 \pi(5 p-1)\left(1+6 e^{-2 \pi}\right. \\
+ & \left.\left.12 e^{-4 \pi}+\cdots\right) /(1-2 p)\right\},  \tag{35}\\
c_{4}= & \frac{7 \pi^{3}}{21600}+\frac{11 \pi^{3}}{1440}+\frac{9 \pi^{3}}{4}\left\{\left(\frac{43}{10}-5 \pi\right) e^{-2 \pi}\right. \\
& +\left(\frac{387}{10}-90 \pi+4 \pi^{2}\right) e^{-4 \pi} \\
& \left.+\left(\frac{602}{5}-420 \pi+12 \pi^{2}\right) e^{-6 \pi}+\cdots\right\},  \tag{36}\\
& \eta=(6 p-1) /(1-2 p),  \tag{37}\\
\gamma= & \lim \left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}-\log n\right) \\
= & 0.577215665 .
\end{align*}
$$

Numerically, when only steps to nearest-neighbor points are allowed and all of these are given equal weight, i.e., $p=\frac{1}{4}$ and $\eta=r=1$, we have

$$
\begin{array}{ll}
c_{1}=0.318309886, & c_{3}=-0.11696481 \\
c_{2}=0.195056166, & c_{4}=-0.05145650 \tag{38}
\end{array}
$$

The accuracy of Eq. (31) as a function of $N$ (using four terms) for this simple square lattice case can be investigated by comparing results based on (31) with exact results for $N=4,9,16,36,64$, and 144.

The input for these exact results is the list of cosines:

$$
\cos 0^{\circ}=-\cos 180^{\circ}=1 ; \quad \cos 90^{\circ}=\cos 270^{\circ}=0
$$

$$
\cos 30^{\circ}=\cos 330^{\circ}=-\cos 150^{\circ}=-\cos 210^{\circ}=\frac{1}{2} \sqrt{3}
$$

$$
\cos 45^{\circ}=\cos 315^{\circ}=-\cos 135^{\circ}=-\cos 225^{\circ}=\frac{1}{2} \sqrt{2}
$$

$$
\cos 60^{\circ}=\cos 300^{\circ}=-\cos 120^{\circ}=-\cos 240^{\circ}=\frac{1}{2}
$$

Since $\cos 15^{\circ}=\sqrt{2}(\sqrt{3}+1) / 4$ and $\cos 75^{\circ}=\sqrt{2} \times$ ( $\sqrt{3}-1$ )/4, the functions of all the angles required for $N=576$ are available in a form from which an exact number for $\langle n\rangle$ can be derived. The manner in which this list is employed for the values of $N$ given above can be seen by considering the case $m=4$, i.e., $N=16$. The required function $P(0, z)$ is
$P(0, z)$
$=\frac{1}{16} \sum_{r_{1}=0}^{3} \sum_{r_{2}=0}^{3}\left\{1-(\mathrm{Z} / 2)\left[\cos \left(2 \pi r_{1} / 4\right)+\cos \left(2 \pi r_{2} / 4\right)\right]\right\}^{-1}$.
The relevent angles in this case are $\theta=2 \pi r / 4=$ $0,90^{\circ}, 180^{\circ}$, and $270^{\circ}$, which result successively by letting $r=0,1,2,3$. The values of the sum of the two cosines which correspond to all pairs ( $r_{1}, r_{2}$ ) are exhibited in the table below

| $r_{1} / r_{2}$ | 0 | 1 | 2 | 3 |
| :---: | :---: | ---: | ---: | ---: |
| 0 | 2 | 1 | 0 | 1 |
| 1 | 1 | 0 | -1 | 0 |
| 2 | 0 | -1 | -2 | -1 |
| 3 | 1 | 0 | -1 | 0 |

from which it is clear that

$$
\begin{aligned}
P(0, z) & =\frac{1}{16}\left\{\frac{1}{1-z}+\frac{4}{1-\frac{1}{2} z}+\frac{4}{1+\frac{1}{2} z}+\frac{1}{1+z}+6\right\} \\
& =\frac{1}{16}\left\{\frac{1}{1-z}+\frac{103}{6}+O(1-z)\right\} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
1 /(1-z) P(0, z)=16\{1-103(1-z) / 6 & \\
& \left.+O(1-z)^{2}\right\}
\end{aligned}
$$

and from (7)

$$
\begin{aligned}
\langle n\rangle & =\frac{16}{15} \frac{\partial}{\partial z}\left\{1-103(1-z) / 6+O(1-z)^{2}\right\}_{z=1} \\
& =\frac{1}{1} \frac{1}{1}\left(\frac{103}{6}\right)=(17.16666 \cdots)^{16} .
\end{aligned}
$$

The cases $m=3,6,8$, and 12 (i.e., $N=9,36,64$, 144) follow in the same manner. The results are summarized in Table I. Notice that, even when $N$ is as small as 4 , the error resulting from the use of Eq. (31) is only 8 parts in 250 , while when $N=144$, which is approaching the range of practical interest, it is only one part in 50000.

Table I. Exact values of $\langle n\rangle$ compared with those based on Eq. (31) for various numbers $N$ of lattice points per trap on a square lattice. $\langle n\rangle$ is the average number of steps before a walker is trapped when only jumps to nearest-neighbor lattice points are possible and all are given equal weight.

|  |  |  |
| ---: | ---: | :---: |
| $N$ | $\langle n\rangle(N-1) / N$ (exact) | Based on <br> Eq. (31) |
| 4 | $5 / 2=$ | 2.50 |
| 9 | 8 | $=8.00$ |
| 16 | $103 / 6$ | $=17.17$ |
| 36 | $3,359 / 70$ | $=47.98$ |
| 64 | $69,329 / 714$ | $=97.099$ |
| 144 | $7,680,923 / 30,030$ | $=255.755$ |

We can proceed in the same way to discuss walks on a triangular lattice for which at each step the walker has an equal probability of stepping to any of the six nearest-neighbor points. In this case $p=$ $q_{2}=\frac{1}{6}$ and $q_{1}=0$. Also $r=\frac{1}{2} \sqrt{3}$ and $\eta=\frac{1}{3}$. Then, from (B38) and (B33), if we let $\alpha=\pi \sqrt{3}$, we have

$$
\begin{align*}
c_{1}= & \frac{1}{2} \sqrt{3}=0.275664448,  \tag{40a}\\
c_{2}= & \frac{1}{4}+\sqrt{3}\left(\gamma-\log \pi+\frac{1}{2} \log 3\right) / \pi \\
& -(2 / \pi) \sqrt{3}\left(e^{-\alpha}-\frac{3}{2} e^{-2 \alpha}+\frac{4}{3} e^{-3 x}-\cdots\right) \\
= & 0.235214021,  \tag{40b}\\
c_{3}= & -\frac{1}{4}-\frac{2 \sqrt{3}}{9}\left(e^{-\alpha}-3 e^{-2 \alpha}+4 e^{-3 x} \cdots\right) \\
= & -0.251407596 . \tag{40c}
\end{align*}
$$

Exact results for triangular lattices are given in Table II. These are to be compared with the numbers in the last column which are obtained from Eq. (31) with the $c_{j}$ 's given by (40).

## 4. LATTICES WITH MORE THAN ONE LATTICE POINT PER UNIT CELL

The derivation of our basic equation (7) has to be extended somewhat to cover lattices which have more than one lattice point per unit cell. The special case of interest here will be the hexagonal lattice, but we can go rather far with the general problem.

Table II. Exact values of $\langle n\rangle$ for triangular lattice compared with those based on Eq. (31). Walker steps to nearest-neighbor points only, and all six possible steps are given some weight, $\frac{1}{6}$.

|  |  |  |  |
| ---: | ---: | :---: | :---: |
| $N$ | $\langle n\rangle(N-1) / N($ exact $)$ | Based on <br> Eq. (31) |  |
| 4 | $9 / 4=$ | 2.25 | 2.22 |
| 9 | $22 / 3$ | $=9.33$ | 7.32 |
| 16 | $63 / 4$ | $=15.75$ | 15.74 |
| 36 | $2627 / 60$ | $=43.78$ | 43.78 |
| 64 | $2469 / 28$ | $=88.179$ | 88.176 |
| 144 | $318,962,951 / 1,381,380$ | $=230.902$ | 230.900 |

The unit cells will be identified by the vectors $\{s\}$, which are the same as those used earlier in this paper. The numbers $\{j\}$ will be used to identify various points in a given unit cell.

The first statistical question to be considered is: Let a random walker be at point ( $j, s$ ) initially; what is the probability that after $n$ steps he will be at ( $j^{\prime}, s^{\prime}$ ) when the various transition probabilities are the same at each step? We define

$$
P_{n}\left(j^{\prime}, s^{\prime} ; j, s\right)
$$

as the required probability. When there are two lattice points per unit cell, it is convenient to introduce the matrix

$$
P_{n}\left(s^{\prime}, s\right)=\left[\begin{array}{ll}
P_{n}\left(1, s^{\prime} ; 1, s\right) & P_{n}\left(1, s^{\prime} ; 2, s\right)  \tag{41}\\
P_{n}\left(2, s^{\prime} ; 1, s\right) & P_{n}\left(2, s^{\prime} ; 2, s\right)
\end{array}\right]
$$

the generalization to cases with more than two lattice points per unit cell being obvious. The transition probabilities which will apply at every step are $\left\{p_{j k}(s)\right\}$; the exhibited member of the set represents the probability that a walker at the $k$ th lattice point in an arbitrary unit cell will on his next step arrive at the $j$ th lattice point of a unit cell which is displaced by the vector $s$ from the originally occupied unit cell. Clearly,

$$
\begin{equation*}
\sum_{j, s} p_{j, k}(s)=1 \tag{42}
\end{equation*}
$$

for all $k$ since the walker arrives with certainty at some point after his step is taken. Also,

$$
\begin{equation*}
\sum_{j^{\prime}, s^{\prime}} P_{n}\left(j^{\prime}, s^{\prime} ; j, s\right)=1 \tag{43}
\end{equation*}
$$

for all $n \geq 0$ and $(j, s)$, and

$$
\begin{equation*}
P_{0}\left(j^{\prime}, s^{\prime} ; j, s\right)=\delta_{j j^{\prime}} \delta_{s s^{\prime}} \tag{44}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
P_{n+1}\left(s^{\prime}, s\right)=\sum_{s^{\prime \prime}} p\left(s^{\prime}-s^{\prime \prime}\right) P_{n}\left(s^{\prime \prime}, s\right) \tag{45}
\end{equation*}
$$

where

$$
p(s) \equiv\left(\begin{array}{ll}
p_{11}(s) & p_{12}(s)  \tag{46}\\
p_{21}(s) & p_{22}(s)
\end{array}\right)
$$

It is useful to construct the generating function

$$
\begin{equation*}
P\left(s^{\prime}, s ; z\right)=\sum_{n=0} z^{n} P_{n}\left(s^{\prime}, s\right) \tag{47}
\end{equation*}
$$

so that from (45)

$$
\begin{equation*}
P\left(s^{\prime}, s ; z\right)=P_{0}\left(s^{\prime}, s\right)+z \sum_{s^{\prime \prime}} p\left(s^{\prime}-s^{\prime \prime}\right) P\left(s^{\prime \prime}, s ; z\right) \tag{48}
\end{equation*}
$$

This equation can be solved for $P\left(s^{\prime}, s ; z\right)$ in terms of a "known" matrix

$$
\Lambda(\theta) \equiv \sum_{s} p(s) e^{i \theta \cdot s} \equiv\left(\begin{array}{ll}
\lambda_{11}(\theta) & \lambda_{12}(\theta)  \tag{49a}\\
\lambda_{21}(\theta) & \lambda_{22}(\theta)
\end{array}\right)
$$

where

$$
\begin{equation*}
\lambda_{j k}(\theta)=\sum_{s} p_{j k} e^{i \theta \cdot s} \tag{49b}
\end{equation*}
$$

Then, from (42),

$$
\begin{equation*}
\sum_{j} \lambda_{j k}(0)=1 \tag{50}
\end{equation*}
$$

for $k=1,2$.
The mechanics of effecting the solution of (48) is provided through the function

$$
\begin{align*}
U(2 \pi r / m, z) \equiv & \sum_{s_{1}^{\prime}=0}^{m_{1}-1} \sum_{s_{2}^{\prime}=0}^{m_{2}-1} P\left(s^{\prime}, s ; z\right) \\
& \times \exp \left\{2 \pi i\left(r_{1} s_{1}^{\prime} / m_{1}+r_{2} s_{2}^{\prime} / m_{2}\right)\right\} \tag{51}
\end{align*}
$$

When one employs periodic boundary conditions on a lattice with $m_{1} \times m_{2}$ unit cells ( $m_{1}$ in the horizontal and $m_{2}$ in the vertical directions), we have used the notation

$$
\begin{equation*}
r / m \equiv\left(r_{1} / m_{1}, r_{2} / m_{2}\right) \tag{52}
\end{equation*}
$$

By multiplying (48) by $\exp \left(2 \pi i r_{1} s^{\prime} / m\right)$ and summing over all unit cells $s_{1}^{\prime}$, we find
$U(2 \pi r / m, z)=z \Lambda(2 \pi r / m) U(2 \pi r / m, z)$

$$
+\sum_{s^{\prime}} P_{0}\left(s^{\prime}, s\right) e^{2 \pi i r \cdot s^{\prime} / m}
$$

so that
$U(2 \pi r / m, z)=[1-z \Lambda(2 \pi r / m)]^{-1} \sum_{s^{\prime \prime}} P_{0}\left(s^{\prime \prime}, s\right) e^{2 \pi i r \cdot s^{\prime \prime} / m}$.
Then, by applying the standard Fourier inversion formula to the combination of (51) and (53), we find

$$
\begin{align*}
P\left(s^{\prime}, s ; z\right)=\frac{1}{m_{1} m_{2}} \sum_{r} & {[I-z \Lambda(2 \pi r / m)]^{-1} } \\
& \times \sum_{s^{\prime \prime}} P_{0}\left(s^{\prime \prime}, s\right) e^{2 \pi i r \cdot\left(s^{\prime \prime}-s^{\prime}\right) / m} \tag{54}
\end{align*}
$$

The generalization to the case of more than two points per unit cell is again obvious. In the two points per unit cell case, one finds that

$$
[I-z \Lambda(\theta)]^{-1}=[d(\theta, z)]^{-1}\left(\begin{array}{cc}
1-z \lambda_{22}(\theta) & z \lambda_{12}(\theta)  \tag{55a}\\
z \lambda_{21}(\theta) & 1-z \lambda_{11}(\theta)
\end{array}\right)
$$

where

$$
\begin{equation*}
d(\theta, z) \equiv\left[1-z \lambda_{11}(\theta)\right]\left[1-z \lambda_{22}(\theta)\right]-z^{2} \lambda_{12}(\theta) \lambda_{21}(\theta) \tag{55b}
\end{equation*}
$$

We are, of course, mainly interested in the probability $F_{n}\left(j^{\prime}, s^{\prime} ; j, s\right)$ of a walker starting at $(j, s)$ and arriving at $\left(j^{\prime}, s^{\prime}\right)$ for the first time after $n$ steps. These $F$ 's are related to the $P$ 's through the relation [when $\left.(j, s) \not \equiv\left(j^{\prime}, s^{\prime}\right)\right]$

$$
\begin{equation*}
P_{n}\left(j^{\prime}, s^{\prime} ; j, s\right)=\sum_{k=1}^{n} P_{n-k}\left(j^{\prime}, s^{\prime} ; j^{\prime}, s^{\prime}\right) F_{k}\left(j^{\prime}, s^{\prime} ; j, s\right) \tag{56}
\end{equation*}
$$

which is a consequence of the fact that the independent way of going from $(j, s)$ to $\left(j^{\prime}, s^{\prime}\right)$ in $n$ steps is to go to ( $j^{\prime}, s^{\prime}$ ) for the first time in $k$ steps and then to return again to $\left(j^{\prime}, s^{\prime}\right)$ in the remaining ( $n-k$ ) steps for $k=1,2, \cdots, n$. Now multiply both sides of (56) by $z^{n} \equiv z^{n-k} z^{k}$ and sum from $n=1$ to $\infty$. Then, if we define the generating function

$$
\begin{equation*}
F\left(j^{\prime}, s^{\prime} ; j, s ; z\right)=\sum_{n=1}^{\infty} z^{n} F_{n}\left(j^{\prime}, s^{\prime} ; j, s\right), \tag{57a}
\end{equation*}
$$

we see that

$$
\begin{align*}
& f\left(j^{\prime}, s^{\prime} ; j, s ; z\right) \\
& \quad=P\left(j^{\prime}, s^{\prime} ; j, s ; z\right) / P\left(j^{\prime}, s^{\prime} ; j^{\prime}, s^{\prime} ; z\right) \tag{57b}
\end{align*}
$$

The average number of steps required to go from $(j, s)$ to $\left(j^{\prime}, s^{\prime}\right)$ is

$$
\begin{equation*}
\left\langle n\left(j^{\prime}, s^{\prime} ; j, s\right)\right\rangle=\frac{\partial}{\partial z}\left\{\frac{P\left(j^{\prime}, s^{\prime} ; j, s ; z\right)}{P\left(j^{\prime}, s^{\prime} ; j^{\prime}, s^{\prime} ; z\right)}\right\}_{z=1} \tag{58}
\end{equation*}
$$

From this we can immediately derive the generalization of the basic formula (7).

Let us suppose that initially our walker has the same probability, $1 /(N-1)$, of being at any of the ( $N-1$ ) nontrapping points. Then the average number of steps required to go to ( $j^{\prime}, s^{\prime}$ ) for the first time is [a prime in summation indicates that terms with $\left(j^{\prime}, s^{\prime}\right) \equiv(j, s)$ are omitted]

$$
\begin{align*}
\langle n\rangle & =\frac{1}{(N-1)} \sum_{j^{\prime}, s} \frac{\partial}{\partial z}\left\{\frac{P\left(j^{\prime}, s^{\prime} ; j, s ; z\right)}{P\left(j^{\prime}, s^{\prime} ; j^{\prime}, s^{\prime} ; z\right)}\right\}_{z=1} \\
& =\frac{1}{(N-1)} \frac{\partial}{\partial z} \sum_{j, s}\left\{\frac{P\left(j^{\prime}, s^{\prime} ; j, s ; z\right)}{P\left(j^{\prime}, s^{\prime} ; j^{\prime}, s^{\prime} ; z\right)}-1\right\}_{z=1} . \tag{59}
\end{align*}
$$

We choose the point ( $j^{\prime}, s^{\prime}$ ), the location of the trap, to be (1,0). Then, from (54) and (55),

$$
\begin{align*}
& \sum_{j, s} P(1,0 ; j, s ; z) \\
& =\frac{1}{m_{1} m_{2}} \sum_{r} \sum_{s}\left\{\frac{1-z \lambda_{22}(2 \pi r / m)+z \lambda_{12}(2 \pi r / m)}{d(2 \pi r / m, z)}\right\} e^{2 \pi i r \cdot s / m} \\
& =\frac{1-z \lambda_{22}(0)+z \lambda_{12}(0)}{\left[1-z \lambda_{11}(0)\right]\left[1-z \lambda_{22}(0)\right]-z^{2} \lambda_{12}(0) \lambda_{21}(0)} \tag{60}
\end{align*}
$$

and, letting $\theta \equiv 2 \pi r / m$,

$$
\begin{align*}
& P(1,0 ; 1,0 ; z) \\
& =\frac{1}{m_{1} m_{2}} \sum_{r} \frac{1-z \lambda_{22}(\theta)}{\left[1-z \lambda_{11}(\theta)\right]\left[1-z \lambda_{22}(\theta)\right]-z^{2} \lambda_{12}(\theta) \lambda_{21}(\theta)} . \tag{61}
\end{align*}
$$

Hence, to calculate $\langle n\rangle$, we substitute (60) and (61) into

$$
\begin{equation*}
\langle n\rangle=\frac{1}{N-1} \frac{\partial}{\partial z} \sum_{j, 8}\left\{\frac{P(1,0 ; j, s ; z)}{P(1,0 ; 1,0 ; z)}\right\}_{z=1} . \tag{62}
\end{equation*}
$$



Fig. 2. See text for explanation.
Now let us analyze the special case of the hexagonal lattice on which our walker steps to one of its three nearest-neighbor points only, with probability $\frac{1}{3}$. The equivalence between a hexagonal lattice and a square lattice with two lattice points per unit cell is indicated in Fig. 2. Notice that the hexagonal lattice can be deformed and put on a square lattice so that there is a one-to-one correspondence between any path connecting two points on the hexagonal lattice and the corresponding path on the square lattice. Hence, any lattice statistics problem on the hexagonal lattice can be translated into one on the square lattice.
It is clear from Fig. 2 that the only nonvanishing transition probabilities $p_{j k}(s) \equiv p_{j k}\left(s_{1}, s_{2}\right)$ [as defined above Eq. (42)] are

$$
\begin{align*}
& p_{21}(0,0)=p_{21}(0,1)=p_{21}(-1,0)=\frac{1}{3},  \tag{63a}\\
& p_{12}(0,0)=p_{12}(0,-1)=p_{12}(1,0)=\frac{1}{3}, \tag{63b}
\end{align*}
$$

so that the structure matrix (49) has the matrix elements

$$
\begin{equation*}
\lambda_{11}(\theta)=\lambda_{22}(\theta)=0, \tag{64a}
\end{equation*}
$$

$\lambda_{12}\left(2 \pi k_{1} / m_{1}, 2 \pi k_{2} / m_{2}\right)$
$=\frac{1}{3}\left\{1+\exp \left(-2 \pi i k_{2} / m_{2}\right)+\exp \left(2 \pi i k_{1} / m_{1}\right)\right\}$,
$\lambda_{21}\left(2 \pi k_{1} / m, 2 \pi k_{2} / m_{2}\right)$
$=\frac{1}{3}\left\{1+\exp \left(2 \pi i k_{2} / m_{2}\right)+\exp \left(-2 \pi i k_{1} / m_{1}\right)\right\}$,
the matrix $\Lambda(\theta)$ being Hermitian. Then

$$
\begin{align*}
\lambda_{12} \lambda_{21} & =\frac{1}{8}\left\{3+2 \cos \theta_{1}+2 \cos \theta_{2}+2 \cos \left(\theta_{1}+\theta_{2}\right)\right\}  \tag{64c}\\
& =\frac{1}{8}\left\{3+2 c_{1}+2 c_{2}+2 c_{1} c_{2}-2 s_{1} s_{2}\right\}, \tag{65}
\end{align*}
$$

where, as usual,

$$
\begin{equation*}
c_{j}=\cos \left(2 \pi k_{j} / m_{j}\right) \quad \text { and } \quad s_{j}=\sin \left(2 \pi k_{j} / m_{j}\right) . \tag{66}
\end{equation*}
$$

On this basis $\lambda_{12} \lambda_{21} \rightarrow 1$ as $\theta_{1}, \theta_{2} \rightarrow 0$, so that expression (60) becomes $1 /(1-z$ ) and (62) has the form

$$
\begin{equation*}
\langle n\rangle=\frac{1}{N-1} \frac{\partial}{\partial z}\left\{\frac{1}{(1-z) P(1,0 ; 1,0 ; z)}\right\} \tag{67a}
\end{equation*}
$$

with

$$
\begin{align*}
& P(1,0 ; 1,0 ; z)=\frac{1}{m_{1} m_{2}} \sum_{k_{1}=0}^{m_{1}-1} \sum_{k_{2}=0}^{m_{2}-1}\left[1-\left(z^{2} / 9\right)\right. \\
& \left.\quad \times\left\{3+2 c_{1}+2 c_{2}+2 c_{1} c_{2}-2 s_{1} s_{2}\right\}\right]^{-1} \tag{67b}
\end{align*}
$$

which is the direct generalization of the basic formula (7). An alternative form for $P(1,0 ; 1,0 ; z)$ is

$$
\begin{align*}
& P(1,0 ; 1,0 ; z)=\frac{1}{m_{1} m_{2}\left(1-\frac{1}{8} z^{2}\right)} \\
& \quad \times \sum_{k_{1}=0}^{m_{1}-1} \sum_{k_{2}=0}^{m_{2}-1}\left\{1-\frac{z_{1}}{6}\left(2 c_{1}+2 c_{2}+2 c_{1} c_{2}-2 s_{1} s_{2}\right)\right\}^{-1} \tag{68a}
\end{align*}
$$

where

$$
z_{1}=2 z^{2} /\left(3-z^{2}\right) .
$$

The double sum is exactly the same form as that discussed in Appendix B when $m_{1}=m_{2}=m$. The general case can be discussed in essentially the same manner as this special one. We restrict ourselves here to the special case so that the results of Appendix B can be applied directly. When the total number of lattice point per trap $N-1=2 m_{1} m_{2}-1$ is large, the results should become independent of $m_{1} / m_{2}$ as long as $m_{1}=O(N)$ and $m_{2}=O(N)$. Hence the constant $c_{1}$ in (31) is correct. $c_{2}$ may require a correction, but not by a large factor, while $c_{3}$ would undoubtedly have to be changed.

In terms of the $p$ 's and $q$ 's of Eq. (B2) in Appendix B, $p=\frac{1}{6}, q_{1}=\frac{1}{8}$, and $q_{2}=0$. Also, $2 m_{1} m_{2}=N=$ $2 m^{2}$. The quantity

$$
\left(1-\frac{1}{3} z^{2}\right) P(1,0 ; 1,0 ; z)
$$

has the same value $P(0, z)$ for the triangular lattice if one replaces $m^{2}$ by $N / 2$ and $z$ in $P(0, z)$ by $z^{\prime}$. On this basis we find

$$
\begin{align*}
\left(1-\frac{1}{8} z^{2}\right) P & (1,0 ; 1,0 ; z) \\
= & {\left[m^{2}\left(1-z_{1}\right)\right]^{-1} } \\
& +\left[(\sqrt{3} / 2 \pi) \log m^{2}+c_{2}+c_{3} / m^{2}+\cdots\right] \\
& +O\left(1-z_{1}\right) \tag{69}
\end{align*}
$$

where the $c_{2}$ and $c_{3}$ have the same values as those appropriate for the triangular lattice (40b) and (40c):

$$
c_{2}=0.235214021 ; \quad c_{3}=-0.25140796
$$

On this basis,

$$
\begin{align*}
& P(1,0 ; 1,0 ; z) \\
&= \frac{1}{N(1-z)}+\frac{1}{2 N}+\frac{3}{2}\left\{\frac{\sqrt{3}}{2 \pi} \log N\right. \\
&\left.-\frac{\sqrt{3}}{2 \pi} \log 2+c_{2}+\frac{2 c_{3}}{N}+\cdots\right\}+O(1-z) \\
&= {[N(1-z)]^{-1}+\left\{c_{1}^{H} \log N+c_{2}^{H}+c_{3}^{H} / N+\cdots\right\} } \\
&+O(1-z) \tag{71}
\end{align*}
$$

where

$$
\begin{align*}
& c_{1}^{H}=3^{\frac{3}{3}} / 2 \pi=0.413496672 \\
& c_{3}^{H}=3 c_{3}+\frac{1}{2}=-0.2542227888 \\
& c_{2}^{H}=\frac{3}{2}\left[c_{2}-(\sqrt{3} / 2 \pi) \log 2\right]=0.06620698 \tag{72}
\end{align*}
$$

If (71) is substituted into (7), on a hexagonal lattice we find that

$$
\langle n\rangle=\left\{c_{1}^{H} N \log N+c_{2}^{H} N+c_{3}^{H}+\cdots\right\} N /(N-1)
$$

where the constants are given by (72).
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## APPENDIX A. EVALUATION OF $S\left(w_{1}, w_{2}\right)$

We define

$$
\begin{align*}
& S\left(w_{1}, w_{2}\right) \\
& \quad=\frac{1}{m} \sum_{k=0}^{m-1}\left\{1-w_{1} \cos (2 \pi k / m)-w_{2} \sin (2 \pi k / m)\right\}^{-1} \tag{A1}
\end{align*}
$$

Let

$$
\begin{equation*}
w_{1}+i w_{2}=\rho e^{i \phi} \tag{A2}
\end{equation*}
$$

and assume that $0<\rho<1$. Clearly;

$$
\begin{equation*}
w_{1}=\rho \cos \phi, \quad w_{2}=\rho \sin \phi, \quad \text { and } \quad \rho^{2}=w_{1}^{2}+w_{2}^{2} . \tag{A3}
\end{equation*}
$$

Hence, if we let $\zeta(k)=(2 \pi k / m)-\phi$,

$$
\begin{align*}
S & =\frac{1}{m} \sum_{k=0}^{m-1}\{1-\rho \cos \zeta(k)\}^{-1} \\
& =-\frac{2}{\rho m} \sum_{k=0}^{m-1} e^{i \zeta(k)}\left\{\left\{\left(e^{i \zeta(k)}-x\right)\left(e^{i \zeta(k)}-x^{-1}\right)\right\}\right. \tag{A4}
\end{align*}
$$

where $x$ is the smaller root of the equation

$$
\begin{equation*}
x^{2}-2 x / \rho+1=0 ; \tag{A5}
\end{equation*}
$$

i.e., since we postulated $0<\rho<1$,

$$
\begin{equation*}
0<x=\left\{1-\left(1-\rho^{2}\right)^{\frac{1}{2}}\right\} / \rho<1 \tag{A6}
\end{equation*}
$$

The summand of $S$ can be rewritten using partial fractions:

$$
\begin{aligned}
& \begin{array}{l}
S=-\frac{2}{\rho m\left(x-x^{-1}\right)}\left\{\sum_{k=0}^{m-1}\left(1-x e^{i \phi} e^{-2 \pi k / m}\right)^{-1}\right. \\
\left.\quad+\sum_{k=0}^{m-1} x e^{-i \phi} e^{2 \pi i k / m}\left(1-x e^{-i \phi} e^{2 \pi i k / m}\right)^{-1}\right\}
\end{array} \text { Since }
\end{aligned}
$$

Since

$$
\frac{1}{m} \sum_{k=0}^{m-1} e^{2 \pi i k l / m}= \begin{cases}1 & \text { for } l=0, \pm m, \pm 2 m \cdots \text { etc. } \\ 0 & \text { for other integral values of } l\end{cases}
$$ we find that the first sum in $S$ is

$$
\begin{aligned}
& \frac{1}{m} \sum_{k=0}^{m-1}\left\{1+x e^{i \phi} e^{-2 \pi i k / m}+x^{2} e^{2 i \phi} e^{-2 \cdot 2 \pi i k / m}+\cdots\right\} \\
& \quad=1+x^{m} e^{i \phi m}+x^{2 m} e^{2 \phi m}+\cdots=1 /\left(1-x^{m} e^{i \phi m}\right)
\end{aligned}
$$

The second sum in $S$ is evaluated in a similar way. Finally, we find that

$$
\begin{align*}
S & =\left(1-\rho^{2}\right)^{-\frac{1}{2}}\left\{\frac{1}{1-x^{m} e^{i m \phi}}+\frac{x^{m} e^{-i m \phi}}{1-x^{m} e^{-i m \phi}}\right\} \\
& =\frac{1}{\left(1-\rho^{2}\right)^{\frac{1}{2}}}\left\{\frac{1-x^{2 m}}{1-2 x^{m} \cos m \phi+x^{2 m}}\right\} \tag{A7}
\end{align*}
$$

## APPENDIX B. ON THE CALCULATION OF

$$
P(0, z)=\frac{1}{m^{2}} \sum_{k_{1}-0}^{m-1} \sum_{k_{2}=0}^{m-1}\left[1-z \lambda\left(2 \pi k_{1} / m, 2 \pi k_{2} / m\right)\right]^{-1}
$$

We have

$$
\begin{equation*}
P(0, z)=\frac{1}{m^{2}} \sum_{k_{1}=0}^{m-1} \sum_{k_{2}=0}^{m-1}\left[1-z \lambda\left(2 \pi k_{1} / m, 2 \pi k_{2} / m\right)\right]^{-1} \tag{B1}
\end{equation*}
$$

when $m$ is large and $z$ is close to 1 and $\lambda\left(\theta_{1}, \theta_{2}\right)$ is defined by
$\lambda\left(\theta_{1}, \theta_{2}\right)=2 p\left(c_{1}+c_{2}\right)+2\left(q_{1}+q_{2}\right) c_{1} c_{1}$

$$
\begin{equation*}
+2\left(q_{2}-q_{1}\right) s_{1} s_{2} \tag{B2}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{j}=\cos \theta_{j}, \quad s_{j}=\sin \theta_{j} \quad \text { and } \quad \theta_{j}=2 \pi k_{j} / m \tag{B3}
\end{equation*}
$$

while

$$
\begin{equation*}
4 p+2\left(q_{1}+q_{2}\right)=1 \tag{B4}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
P(0, z)=\frac{1}{m} \sum_{k_{1}=0}^{m-1}\left[1-2 p z c_{1}\right]^{-1} f\left(z, \theta_{1}\right) \tag{B5a}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(z, \theta_{1}\right)=\frac{1}{m} \sum_{k_{2}=0}^{m-1}\left(1-w_{1} c_{2}-w_{2} c_{2}\right)^{-1} \tag{B5b}
\end{equation*}
$$

with

$$
\begin{align*}
& w_{1}=2 z\left[p+\left(q_{1}+q_{2}\right) c_{1}\right] /\left(1-2 p z c_{1}\right),  \tag{B6a}\\
& w_{2}=2 z\left(q_{1}-q_{2}\right) s_{1} /\left(1-2 p z c_{1}\right) . \tag{B6b}
\end{align*}
$$

The sum $f\left(z, \theta_{1}\right)$ is just the $S\left(w_{1}, w_{2}\right)$ evaluated in Appendix A. Incorporating (A7) into (B5),

$$
\begin{align*}
P(0, z)= & \frac{1}{m} \sum_{k_{1}=0}^{m-1}\left(1-2 p z c_{1}\right)^{-1} \\
& \times\left\{\frac{1-x^{2 m}}{1-2 x^{m} \cos \phi m+x^{2 m}}\right\} \frac{1}{\left(1-\rho^{2}\right)^{\frac{1}{2}}} \tag{B7}
\end{align*}
$$

where $x$ is given by (A6), $p^{2}=w_{1}^{2}+w_{2}^{2}$, and $\phi$ by (A2).
We first evaluate the term which corresponds to $k_{1}=0$. Then $w_{2}=0, l=0$, and

$$
\begin{align*}
\rho & =w_{1}=2 z\left(p+q_{1}+q_{2}\right) /(1-2 p z) \\
& =z(1-2 p) /(1-2 p z) \tag{B8}
\end{align*}
$$

and the $k_{1}=0$ term is
$m^{-1}\left[\left(1+x^{m}\right) /\left(1-x^{m}\right)\right]\left[(1-2 p z)^{2}-\rho^{2}(1-2 p z)^{2}\right]^{-\frac{1}{2}}$

$$
\begin{align*}
= & m^{-1}\left[\left(1+x^{m}\right) /\left(1-x^{m}\right)\right] / \alpha^{-1} \\
& \times\left\{2[1-2 p]\left[1-\beta^{2}(1-4)\right]\right\}^{-\frac{1}{2}} \tag{B9}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha=(1-z)^{\frac{1}{2}} \quad \text { and } \quad \beta=\alpha[2(1-2 p)]^{-\frac{1}{2}} \tag{B10}
\end{equation*}
$$

The quantity $x$ was defined in Eq. (A5) to be

$$
\begin{align*}
x= & \left\{1-\left(1-\rho^{2}\right)^{\frac{1}{2}}\right\} / \rho \\
= & {\left[1-2 p+2 p \alpha^{2}-\alpha\{2(1-2 p)\right.} \\
& \left.\left.+\alpha^{2}(4 p-1)\right\}^{\frac{1}{2}}\right] /\left(1-\alpha^{2}\right)(1-2 p) \\
= & 1-2 \beta+2 \beta^{2}+(4 p-3) \beta^{3}+\cdots \tag{B11}
\end{align*}
$$

Hence,

$$
\begin{align*}
x^{m}=1-2 m \beta & +2 m^{2} \beta^{2} \\
& \quad-4 m \beta^{3}\left(m^{2}-3 p+\frac{5}{4}\right) / 3+\cdots, \tag{B12}
\end{align*}
$$

and our $k=0$ term becomes

$$
\begin{align*}
& {\left[m^{2}(1-z)\right]^{-1}+\left(m^{2}-1\right) / 6 m^{2}(1-2 p)} \\
& \quad+O(1-z)^{\frac{1}{2}} \tag{B13}
\end{align*}
$$

For other values of $k_{1}$ as $z \rightarrow 1$

$$
\left.\left.\begin{array}{rl}
\left(1-2 p z c_{1}\right)\left(1-\rho^{2}\right)^{\frac{1}{2}}
\end{array}\right) \quad \begin{array}{rl}
\rightarrow & \left\{\left(1-2 p c_{1}\right)^{2}-4\left[p+\left(q_{1}+q_{2}\right) c_{1}\right]^{2}\right. \\
& \left.\quad-4\left(q_{1}-q_{2}\right)^{2} s_{1}^{2}\right\}^{\frac{1}{2}}
\end{array}\right\}
$$

with

$$
\begin{equation*}
\eta=\frac{p(1-2 p)}{\left(p+2 q_{1}\right)\left(p+2 q_{2}\right)}-1 . \tag{B14'}
\end{equation*}
$$

In two special cases of interest [which we shall henceforth designate as cases (a) and (b)], we have
(a) square lattice: $p=\frac{1}{4}, q_{1}=q_{2}=0$, and $\eta=1$;
(b) triangular lattice: $p=q_{2}=\frac{1}{8}, q_{1}=0$, and $\eta=\frac{1}{3}$.

On this basis we combine (B7), (B13), and (B14) to find

$$
\begin{align*}
P(0, z)= & \frac{1}{m^{2}(1-z)}+\frac{1}{2(1-2 p)} \\
& \times\left\{\frac{m^{2}-1}{3 m^{2}}+\frac{\phi(0,1)}{r}\right\}+O(1-z)^{\frac{1}{2}} \tag{B15}
\end{align*}
$$

where

$$
\phi(0,1)=S_{1}+S_{2}+S_{3}
$$

and

$$
\begin{equation*}
r=\left\{\frac{4\left(p+2 q_{1}\right)\left(p+2 q_{2}\right)}{(1-2 p)^{2}}\right\}^{\frac{1}{2}} \tag{B16a}
\end{equation*}
$$

with

$$
\begin{align*}
& S_{1}=\frac{1}{m} \sum_{k=1}^{m-1} 1 / \sin (\pi k / m),  \tag{B16b}\\
& S_{2}=\frac{1}{m} \sum_{k=1}^{m-1}\left\{\left[1+\eta \sin ^{2}(\pi k / m)\right]^{-\frac{1}{2}}-1\right\} / \sin (\pi k / m) \tag{B16c}
\end{align*}
$$

$$
\begin{align*}
S_{3}= & \frac{1}{m} \sum_{k=1}^{m-1} \frac{1}{\sin (\pi k / m)}\left\{\frac{2 x^{N}\left(\cos \phi N-x^{N}\right)}{1-2 x^{N} \cos N \phi+x^{2 N}}\right\} \\
& \times \frac{1}{\left[1+\eta \sin ^{2}(\pi k / N)\right]^{\frac{1}{2}}} . \tag{B16d}
\end{align*}
$$

It will be helpful to employ the Euler-McLauren summation formula:

$$
\begin{align*}
\frac{1}{m} \sum_{k=1}^{m-1} g(\pi k / m)= & \frac{1}{\pi} \int_{0}^{\pi} g(\theta) d \theta-\frac{1}{2 m}[g(0)+g(\pi)] \\
& +\frac{\pi}{12 m^{2}}\left[g^{\prime}(\pi)-g^{\prime}(0)\right] \\
& -\frac{\pi^{3}}{720 m^{4}}\left[g^{\prime \prime \prime}(\pi)-g^{\prime \prime \prime}(0)\right]+\cdots \tag{B17}
\end{align*}
$$

The sum $S_{1}$ can be rewritten as

$$
\begin{align*}
S_{1}=\frac{2}{\pi} & {\left[\frac{1}{1}+\frac{1}{2}+\cdots+\frac{1}{m-1}\right] } \\
& +\sum_{k=1}^{m-1}\left[\frac{1}{\sin \pi k / m}-\frac{1}{\pi k / m}-\frac{1}{(m-k) \pi / m}\right] \frac{1}{m} \tag{B18}
\end{align*}
$$

Since

$$
\begin{align*}
\sum_{k=1}^{m-1} k^{-1}=\log m+\gamma & -\frac{1}{2 m}-\frac{1}{12 m^{2}} \\
& +\frac{1}{120 m^{4}}-\frac{1}{252 m^{6}}+\cdots \tag{B19}
\end{align*}
$$

with

$$
\begin{align*}
\gamma & =\lim _{n \rightarrow \infty}\left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}-\log n\right) \\
& =0.5772156649 \cdots \tag{B20}
\end{align*}
$$

and since Eq. (B17) implies that the second sum in (B18) has the form

$$
\begin{align*}
\frac{1}{\pi} \int_{0}^{\pi}\left\{\frac{1}{\sin \theta}-\frac{1}{\theta}\right. & \left.-\frac{1}{(\pi-\theta)}\right) d \theta \\
& +\frac{1}{\pi m}+\frac{\pi}{6 m^{2}}\left(\frac{1}{\pi^{2}}-\frac{1}{6}\right) \\
& -\frac{\pi^{3}}{360 m^{4}}\left(\frac{6}{\pi^{4}}-\frac{7}{60}\right)+\cdots \\
= & \frac{2}{\pi} \log \frac{2}{\pi}+\frac{1}{\pi m}+\frac{\pi}{6 m^{2}}\left(\frac{1}{\pi^{2}}-\frac{1}{6}\right) \\
& -\frac{\pi^{3}}{360 m^{4}}\left(\frac{6}{\pi^{4}}-\frac{7}{60}\right)+\cdots, \tag{B21}
\end{align*}
$$

we have

$$
\begin{align*}
S_{1}=\frac{2}{\pi}\{\log m & +[\gamma+\log (2 / \pi)] \\
& \left.-\pi^{2} / 72 m^{2}+7 \pi^{4} / 43200 m^{4} \cdots\right\} \tag{B22}
\end{align*}
$$

The sum $S_{2}$ also has an asymptotic expansion when developed according to the Euler-McLauren formula:

$$
\begin{align*}
S_{2}= & \frac{1}{\pi} \int_{0}^{\pi}\left\{\left(1+\eta \sin ^{2} \theta\right)^{-\frac{1}{2}}-1\right\} d \theta / \sin \theta \\
& +\pi \eta / 12 m^{3}+\pi^{3} \eta\left(1+\frac{9}{2} \eta\right) / 720 m^{4}+\cdots \tag{B23}
\end{align*}
$$

The integral has the value

$$
\begin{aligned}
& \frac{2}{\pi} \int_{0}^{\pi / 2}\left\{-\frac{\eta}{2} \sin \theta+\frac{1 \cdot 3}{2 \cdot 4} \eta^{2} \sin ^{3} \theta\right. \\
& \left.-\frac{1 \cdot 3 \cdot 5}{2 \cdot 4 \cdot 6} \eta^{3} \sin ^{5} \theta+\cdots\right\} d \theta \\
& =-\frac{1}{\pi}\left(\eta-\frac{\eta^{2}}{2}+\frac{\eta^{3}}{3}-\cdots\right)=\frac{-1}{\pi} \log (1+\eta),
\end{aligned}
$$

so that

$$
\begin{align*}
S_{2}=- & \frac{1}{\pi} \log (1+\eta) \\
& +\frac{\eta \pi}{12 m^{2}}+\frac{\eta \pi^{3}}{720 m^{4}}\left(1+\frac{9}{2} \eta\right)+\cdots \tag{B24}
\end{align*}
$$

While the sum $S_{3}$ contributes very little to $P(0, z)$, it is somewhat more involved. To calculate it, the first step is to obtain from (A3), (A5), and (B6)

$$
\begin{equation*}
x=\rho^{-1}\left[1-\left(1-\rho^{2}\right)^{\frac{1}{2}}\right] \quad \text { with } \quad \rho^{2}=w_{1}^{2}+w_{2}^{2} \tag{B25}
\end{equation*}
$$

After a certain amount of elementary algebra, using (B14), one finds

$$
\begin{align*}
x=1 & -2 r s+2 r^{2} s^{2}-\frac{s^{3}}{r} \\
& \times\left\{\frac{4 p\left(1-2 r^{2}\right)}{1-2 p}+r^{2}\left(4 r^{2}-1\right)\right\}+\cdots \tag{B26}
\end{align*}
$$

where $s \equiv \sin \pi k / N$ and

$$
\begin{align*}
& r=\left\{\frac{4\left(p+2 q_{1}\right)\left(p+2 q_{2}\right)}{(1-2 p)^{2}}\right\}^{\frac{1}{2}} \\
& =\left\{\begin{array}{lll}
1, & \text { if } q_{1}=q_{2}=q ; & \text { i.e., } 2 p+4 q \\
=1-2 p, & \text { case (a), } \\
& & \\
\frac{1}{2} \sqrt{3}, & \text { if } q_{1}=0 & \text { and } q_{2}=p=\frac{1}{8}, \\
\text { case (b). }
\end{array}\right. \tag{B27}
\end{align*}
$$

One finds

$$
\begin{align*}
x^{m} \sim e^{-2 r r k} & \left\{1+\frac{1}{m^{2}}\left(\frac{4 \pi^{3} k^{3}}{3 r}\right) \frac{\left(2 r^{2}-1\right)}{(1-2 p)}\right. \\
& \left.\times\left(3 p-r^{2}+2 r^{2} p\right)+O\left(1 / m^{4}\right)\right\} \tag{B28}
\end{align*}
$$

The other quantity needed for the calculation of $S_{3}$ is $\varphi=\sin ^{-1}\left(w_{2} / \rho\right)$. From Eq. (B6), $w_{2} \equiv 0$ in case (a) with $q_{1}=q_{2}$. In case (b)

$$
w_{1}=\left(1-s^{2}\right) /\left(1+s^{2}\right)
$$

and

$$
\begin{aligned}
w_{2} & =-s\left(1-s^{2}\right)^{\frac{1}{2}}\left(1+s^{2}\right), \\
\rho & =(1-s)^{\frac{1}{2}} /\left(1+s^{2}\right) \text { with } s=\sin \pi k / m, \\
w_{2} / \rho & =\sin (-\pi k / m), \text { so that } \varphi=-\pi k / m .
\end{aligned}
$$

Hence the combination which appears in $S_{3}$ is

$$
\frac{2 x^{m}\left(\cos \varphi m-x^{m}\right)}{1-2 x^{m} \cos \varphi m+x^{2 m}}
$$

$$
=\left\{\begin{array}{lc}
2 x^{m} /\left(1-x^{m}\right), & \text { case (b) with } k \text { even }  \tag{B29}\\
& \text { case (a) as always } \\
-2 x^{m} /\left(1+x^{m}\right), & \text { case (b) with } k \text { odd }
\end{array}\right.
$$

We see from (B25) that when $k \simeq m / 2, s$ is close to 1 and $c$ close to zero. In this range

$$
x \sim \frac{1}{2} \cos (\pi k / m)+O\left(\cos ^{2} \pi k / m\right) \sim \pi(k-m / 2) / m
$$

which is a very small number when $m$ is large. Furthermore, when $m \rightarrow \infty, x^{m}$ vanishes exponentially. Hence the main contribution to $S_{3}$ is from values of $k$ near 1 and $m$. From symmetry considerations we rewrite $S_{\mathrm{s}}$ as double the sum from $k=1$ to [ $m / 2$ ]
and use the formula ( $\mathbf{B 2 8}$ ) for $x^{m}$ since only small integral $k$ 's contribute. Then, for case (a), since $r=1=\eta$, we have

$$
\begin{aligned}
& \frac{2 x^{m}}{1-x^{m}}=2\left(\frac{e^{-2 \pi k}}{1-e^{-2 \pi k}}\right) \\
& \times\left\{1+\frac{4 \pi^{3} k^{3} / 3}{m^{2}\left(1-e^{-2 \pi k}\right)}\left(\frac{5 p-1}{1-2 p}\right)+O\left(1 / m^{4}\right)\right\} \\
& {[\sin \pi k / m]^{-1}\left[1+\eta^{2} \sin ^{2} \pi k / m\right]^{-\frac{1}{2}}} \\
& \quad \sim \frac{m}{\pi k}\left[1-\frac{1}{3} \frac{\pi^{2} k^{2}}{m^{2}}+O\left(1 / m^{4}\right)\right]
\end{aligned}
$$

so that

$$
\begin{align*}
S_{3}= & \frac{4}{\pi} \sum_{k=1}^{[m / 2]} \frac{1}{k}\left(\frac{e^{-2 \pi k}}{1-e^{-2 \pi k}}\right)\left\{1-\frac{\pi^{2} k^{2}}{3 m^{2}}\right. \\
& \left.\times\left(1-\frac{4 k}{\left(1-e^{-2 \pi k}\right.}\left[\frac{5 p-1}{1-2 p}\right]\right)+O\left(1 / m^{4}\right)\right\} \\
= & \frac{4}{\pi}\left\{e^{-2 \pi}+\frac{3}{2} e^{-4 \pi}+\frac{4}{3} e^{-6 \pi}+\cdots\right\} . \\
& -\frac{4 \pi e^{-2 \pi}}{3 m^{2}}\left\{\left(1+3 e^{-2 \pi}+4 e^{-4 \pi}+\cdots\right)\right. \\
& \left.-\frac{4 \pi(5 p-1)}{(1-2 p)}\left(1+6 e^{-2 \pi}+12 e^{-4 \pi}+\cdots\right)\right\} \\
& +O\left(m^{-4}\right) . \tag{B30}
\end{align*}
$$

The term of $O\left(1 / m^{4}\right)$ has the following value for the case $p=\frac{1}{4}$ :

$$
\begin{align*}
& \frac{4 \pi^{3}}{9 m^{4}} \sum_{k=1}^{\infty} k^{3}\left(\frac{e^{-2 \pi k}}{1-e^{-2 \pi k}}\right) \\
& \times\left[\frac{43}{10}-\frac{5 k \pi}{\left(1-e^{-2 \pi k}\right)}+\frac{4(k \pi)^{2} e^{-2 \pi k}}{\left(1-e^{-2 \pi k}\right)^{2}}\right] \\
& \quad=\frac{4 \pi^{3}}{9 m^{4}}\left\{\left(\frac{43}{10}-5 \pi\right) e^{-2 \pi}+\left(\frac{388}{10}-90 \pi+4 \pi^{2}\right) e^{4-\pi}\right. \\
&\left.\quad+\left(\frac{802}{8}-420 \pi+12 \pi^{2}\right) e^{-6 \pi}+\cdots\right\} . \tag{B31}
\end{align*}
$$

In case (b) the combination (B29) which appears in $S_{3}$ is

$$
\begin{aligned}
-\frac{2 e^{-2 r \pi k}}{e^{-2 \pi k}-(-1)^{k}}\{1 & +\frac{4 \pi^{3} k^{3}}{3 m^{2} r} \frac{\left(2 r^{2}-1\right)}{(1-2 p)} \\
& \left.\times \frac{\left(3 p-r^{2}+2 p r^{2}\right)}{\left[1-(-1)^{k} e^{-2 \pi \tau k}\right]}+O\left(1 / m^{4}\right)\right\}
\end{aligned}
$$

while
$(\sin \pi k / m)^{-1}\left[1+\eta^{2} \sin ^{2}(\pi k / m)\right]^{-\frac{1}{2}}$

$$
\sim \frac{m}{\pi k}\left\{1+\frac{\pi^{2} k^{2}}{2 m^{2}}\left(\frac{1}{3}-\eta^{2}\right)+\cdots\right\},
$$

so that

$$
\begin{align*}
S_{3}= & -\frac{4}{\pi} \sum_{k=1}^{[m / 2]} \frac{1}{k}\left(\frac{e^{-2 r \pi k}}{e^{-2 r \pi k}-(-1)^{k}}\right)\left\{1+\frac{\pi^{2} k^{2}}{m^{2}}\left(\frac{1}{6}-\frac{\eta^{2}}{2}\right.\right. \\
& \left.\left.+\frac{4 \pi k\left(2 r^{2}-1\right)\left(3 p-r^{2}+2 p r^{2}\right)}{3 r(1-2 p)\left[1-(-1)^{k} e^{-2 \pi r k}\right]}\right)+O\left(\frac{1}{m^{4}}\right)\right\} \\
= & -\frac{4}{\pi}\left(e^{-2 \pi r}-\frac{3}{2} e^{-4 \pi r}+\frac{4}{3} e^{-6 \pi r} \cdots\right) \\
& -\frac{4}{m^{2}}\left(\frac{1}{6}-\frac{\eta^{2}}{2}\right)\left(e^{-2 \pi r}-3 e^{-4 \pi r}+4 e^{-6 \pi r} \cdots\right) \\
& +\frac{4 \pi^{2}\left(2 r^{2}-1\right)\left(3 p-r^{2}+2 p r^{2}\right)}{3 r(1-2 p)} \\
& \times\left(e^{-2 \pi r}-6 e^{-4 \pi r}+12 e^{-6 \pi r}-\cdots\right) . \tag{B32}
\end{align*}
$$

Finally, when jumps to nearest neighbors on a triangular lattice all have the same probability $p=\frac{1}{6}$, $\eta=\frac{1}{3}$, and $r=\frac{1}{2} \sqrt{3}$, we have

$$
\begin{align*}
S_{3}= & -\frac{4}{\pi}\left(e^{-2 \pi r}-\frac{3}{2} e^{-4 \pi r}+\frac{4}{3} e^{-6 \pi r}-\cdots\right) \\
& -\frac{4}{9 m^{2}}\left(e^{-2 \pi r}-3 e^{-4 \pi r}+4 e^{-6 \pi r}-\cdots\right) \tag{B33}
\end{align*}
$$

In either (B30) or (B32) one can write

$$
\begin{equation*}
S_{3}=S_{3}^{(0)}+m^{-2} S_{3}^{(1)}+m^{-4} S_{3}^{(2)}+\cdots \tag{B34}
\end{equation*}
$$

The results of this appendix can then be summarized as follows [see Eq. (B15)]:

$$
\begin{align*}
P(0, z)= & \frac{1}{N(1-z)}+\frac{1}{2(1-2 p)} \\
& \times\left\{\frac{1}{3}-\frac{1}{3 N}+\frac{1}{r}\left(S_{1}+S_{2}+S_{3}\right)\right\} \\
& +O(1-z)^{\frac{1}{2}} \tag{B35}
\end{align*}
$$

where $N \equiv m^{2}$, and (B22) and (B24) are used:

$$
\begin{align*}
& S_{1}=\frac{1}{\pi} \log N+\frac{2}{\pi}\{[\gamma+\log (2 / \pi)] \\
&  \tag{B36a}\\
& \left.\quad-\pi^{2} / 72 N+7 \pi^{4} / 43200 N^{2}+\cdots\right\} \\
& \begin{aligned}
S_{2}=- & \frac{1}{\pi} \log (1+\eta)+\eta \pi / 12 N \\
& \quad+\eta \pi^{3}\left(1+\frac{9}{2} \eta\right) / 720 N^{2}+\cdots
\end{aligned} \tag{B36b}
\end{align*}
$$

and $S_{3}$ is given by (B30) or (B32), depending on the case.

It is more useful to rearrange these terms so that one writes
$P(0, z)=[N(1-z)]^{-1}+c_{1} \log N+c_{2}+c_{3} / N$

$$
\begin{equation*}
+c_{4} / N^{2}+\cdots+O(1-z)^{\frac{1}{2}} \tag{B37}
\end{equation*}
$$

where

$$
\begin{align*}
c_{1}= & {[2 \pi r(1-2 p)]^{-1} } \\
= & \left(\frac{1}{4 \pi}\right)\left\{\left(p+2 q_{1}\right)\left(p+2 q_{2}\right)\right\}^{-\frac{1}{2}}, \\
c_{2}= & \frac{1}{2(1-2 p)}\left\{\frac{1}{3}+\frac{1}{r \pi}[2 \gamma+2 \log (2 / \pi)\right. \\
& \left.\quad-\log (1+\eta)]+S_{3}^{(0)} / r\right\}, \quad(\mathrm{B}  \tag{B38b}\\
c_{3}= & \frac{1}{2(1-2 p)}\left\{-\frac{1}{3}+\pi(3 \eta-1) / 36 r+S_{3}^{(1)} / r\right\},
\end{align*}
$$

(B38c)
$c_{4}=\frac{1}{2 r(1-2 p)}\left\{\frac{7 \pi^{3}}{21600}+\frac{\eta \pi^{3}}{720}\left(1+\frac{9}{2} \eta\right)+S_{3}^{(2)}\right\}$,
and the various $S_{3}^{(3)}$ are given by Eqs. (B30), (B31), and (B32).
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#### Abstract

An algebraic classification of four－dimensional Riemann spaces with signature -2 is given．The possible Riemann and Ricci tensors are listed and inversion formulas from one to the other are obtained． Classifications are given for the two special spaces $R_{i j}=0$ and $R_{k}^{l} R_{m}^{k}=0$ ．


## I．INTRODUCTION

The algebraic classification of general Riemann spaces was discussed in some detail by Ruse．${ }^{1,2}$ An extensive algebraic classification of Einstein spaces according to the eigenbivectors of the Riemann tensor has been given by Petrov．${ }^{3,4}$ Newman ${ }^{5}$ has used a vierbein formalism to give an algebraic and differ－ ential classification of special Einstein spaces．
In this paper，we use a vierbein formalism to give an algebraic classification for the general Riemann space．The possible Riemann and Ricci tensors are classified．The inversion relations are found which give the possible Riemann tensors corresponding to a given Ricci tensor．Newman＇s classification of the special Einstein space $R_{i j}=0$ is given in terms of our basis．Finally，we classify the Ricci null space （ $R_{\cdot k}^{l} R_{m}^{k}=0$ ）．
The vierbein formalism is a completely general technique．In our classification we have kept the vector－basis tetrad as general as possible，specializing it only for the Ricci null spaces．

## II．CLASSIFICATION OF THE RIEMANN AND RICCI TENSORS

We assume a four－dimensional Riemannian metric with signature（＋一－一）．Any four linearly inde－ pendent vectors can serve as the basis tetrad for the space．If we distinguish between the various tetrads by the norms of the vectors，there are 15 possibilities， summarized in Table I．
The level of computational difficulty in a vierbein formalism varies approximately as the square of the last column in Table I．Thus tetrad types 4，12，13， 14 ，and 15 are the simplest，computationally，to use； particular problems might use any of the other types to advantage．

[^219]Table I．Possible tetrads for metric signature（＋ーー－）．

| Norms of basis vectors | Minimum number of nonzero scalar products $\begin{gathered} \left(V_{(i)}^{m} V_{(j) m} \neq 0\right) \\ i, j \neq 0 \\ (\operatorname{Max} \text { no. }=6) \end{gathered}$ | Nonzero norms | Total of nonzero norms plus minimum number of nonzero scalar products |
| :---: | :---: | :---: | :---: |
| 1．$+t++$ | 6 | 4 | 10 |
| 2．+ ＋＋－ | 3 | 4 | 7 |
| 3．+ ＋－－ | 1 | 4 | 5 |
| 4．+ －－－ | 0 | 4 | 4 |
| 5．---- | 1 | 4 | 5 |
| 6． $0+++$ | 6 | 3 | 9 |
| 7． $00+$ | 6 | 2 | 8 |
| 8． 000 ＋ | 6 | 1 | 7 |
| 9． 000000 | 6 | 0 | 6 |
| 10． $0++-$ | 3 | 3 | 6 |
| 11． $00+$－ | 3 | 2 | 5 |
| 12． $000-$ | 3 | 1 | 4 |
| 13． $0+-$ | 1 | 3 | 4 |
| 14． $000-$ | 1 | 2 | 3 |
| 15． $0-$－－ | 1 | 3 | 4 |

We denote the four linearly independent vectors by $\xi_{i}, \chi_{i}, \zeta_{i}, \rho_{i}$ ．Then we form the following six inde－ pendent bivectors

$$
\begin{array}{ll}
Q_{i j}=\xi_{[i} \zeta_{i]}, & M_{i j}=\rho_{[i} \xi_{j]}, \\
P_{i j}=\chi_{[i} \zeta_{j]}, & N_{i j}=\chi_{[i} \rho_{j]}, \\
L_{i j}=\zeta_{[i} \rho_{i]}, & S_{i j}=\xi_{[i} \chi_{j]},
\end{array}
$$

where

$$
\xi_{[i} \zeta_{j]} \equiv \frac{1}{2}\left(\xi_{i} \zeta_{j}-\zeta_{i} \xi_{j}\right)
$$

Since these six bivectors are independent，they span the four－dimensional bivector space．We next form all possible independent algebraically possible Rie－ mann tensors．That is，we form all possible four－index tensors which have the algebraic properties of the Riemann tensor，namely，

$$
\begin{gathered}
R_{i j k l}=-R_{j i k l}=-R_{i j l k}=R_{k l i j}, \\
R_{i j k l}+R_{i k l j}+R_{i l j k}=0 .
\end{gathered}
$$

Since there are 20 independent components of the Riemann tensor（in four dimensions），there are 20
such tensors and we label them as follows:

$$
\begin{aligned}
\left(R_{i j k l}\right)_{\mathrm{I}} & =Q_{i j} Q_{k l}, \\
\mathrm{II} & =M_{i j} M_{k l}, \\
\mathrm{III} & =P_{i j} P_{k l}, \\
\mathrm{IV} & =N_{i j} N_{k l}, \\
\mathrm{~V} & =L_{i j} L_{k l}, \\
\mathrm{VI} & =S_{i j} S_{k l}, \\
\text { VII } & =Q_{i j} M_{k l}+M_{i j} Q_{k l}, \\
\text { VIII } & =P_{i j} N_{k l}+N_{i j} P_{k l}, \\
\mathrm{IX} & =Q_{i j} L_{k l}+L_{i j} Q_{k l}, \\
\mathrm{X} & =M_{i j} S_{k l}+S_{i j} M_{k l} \\
\mathrm{XI} & =Q_{i j} P_{k l}+P_{i j} Q_{k l}, \\
\mathrm{XII} & =M_{i j} N_{k l}+N_{i j} M_{k l}, \\
\mathrm{XIII} & =P_{i j} L_{k l}+L_{i j} P_{k l}, \\
\text { XIV } & =N_{i j} S_{k l}+S_{i j} N_{k l}, \\
\text { XV } & =Q_{i j} S_{k l}+S_{i j} Q_{k l}, \\
\text { XVI } & =M_{i j} L_{k l}+L_{i j} M_{k l}, \\
\text { XVII } & =P_{i j} S_{k l}+S_{i j} P_{k l}, \\
\text { XVIII } & =N_{i j} L_{k l}+L_{i j} N_{k l}, \\
\text { XIX } & =Q_{i j} N_{k l}+N_{i j} Q_{k l}+L_{i j} S_{k l}+S_{i j} L_{k l}, \\
\mathrm{XX} & =M_{i j} P_{k l}+P_{i j} M_{k l}+S_{i j} L_{k l}+L_{i j} S_{k l} .
\end{aligned}
$$

The above set of 20 tensors span the space of algebraically possible Riemann tensors. Any Riemann tensor can be written in the form

$$
R_{i j k l}=\sum_{m=\mathrm{I}}^{\mathrm{XX}} C_{m}\left(R_{i j k l}\right)_{m}
$$

The expansion coefficients $C_{m}$ are, in general, functions of position.

Next, we form the basis for the algebraically possible Ricci tensors. Since the only algebraic property of the Ricci tensor is $R_{i j}=R_{j i}$, the basis spans the space of all symmetric second-rank tensors. A symmetric second-rank tensor in four dimensions has 10 independent components; thus there are 10 independent basis tensors and we label them as follows:

$$
\begin{array}{rlrl}
\left(R_{i j}\right)_{\mathrm{I}} & =\xi_{i} \xi_{j}, & \left(R_{i j}\right)_{\mathrm{II}}=\chi_{i} \chi_{j}, \\
\mathrm{III} & =\zeta_{i} \zeta_{j}, & \mathrm{IV} & =\rho_{i} \rho_{j}, \\
\mathrm{~V} & =\xi_{(i} \chi_{j)}, & \mathrm{VI} & =\xi_{(i} \zeta_{j)}, \\
\mathrm{VII} & =\xi_{(i} \rho_{j)}, & \mathrm{VIII} & =\chi_{(i} \zeta_{j)}, \\
\mathrm{IX} & =\chi_{(i} \rho_{j)}, & \mathrm{X} & =\zeta_{(i} \rho_{j)},
\end{array}
$$

where

$$
\xi_{(i} \zeta_{j)} \equiv \frac{1}{2}\left(\xi_{i} \zeta_{j}+\zeta_{i} \xi_{j}\right) .
$$

## III. INVERSION FORMULAS

We introduce the notation

$$
\begin{aligned}
\left(R_{j k i}^{i}\right)_{\mathrm{I}} & \equiv \mathrm{I}_{c} \\
\left(R_{j k}\right)_{\mathrm{I}} & \equiv \mathrm{I} \\
\xi_{i} \xi^{i} & \equiv \xi^{2} \quad \xi_{i} \zeta^{i} \equiv \xi \cdot \zeta .
\end{aligned}
$$

Then, the contractions of the 20 algebraically possible Riemann basis tensors in terms of the above 10 algebraically possible Ricci basis tensors are

$$
\begin{aligned}
\left(R_{j k i}^{i}\right)_{\mathrm{I}} \equiv & \mathrm{I}_{c}=\frac{1}{2} \xi \cdot \zeta\left(R_{j k}\right)_{\mathrm{VI}}-\frac{1}{4} \xi^{2}\left(R_{j k}\right)_{\mathrm{III}}-\frac{1}{4} \zeta^{2}\left(R_{j k}\right)_{\mathrm{I}} \\
\equiv & \equiv \frac{1}{2} \xi \cdot \zeta \mathrm{VI}-\frac{1}{4} \xi^{2} \mathrm{III}-\frac{1}{4} \zeta^{2} \mathrm{I}, \\
\mathrm{II}_{c}= & \frac{1}{2} \rho \cdot \xi \mathrm{VII}-\frac{1}{4} \rho^{2} \mathrm{I}-\frac{1}{4} \xi^{2} \mathrm{IV}, \\
\mathrm{III}_{c}= & \frac{1}{2} \chi \cdot \zeta \mathrm{VIII}-\frac{1}{4} \chi^{2} \mathrm{III}-\frac{1}{4} \zeta^{2} \mathrm{II}, \\
\mathrm{IV}_{c}= & \frac{1}{2} \chi \cdot \rho \mathrm{IX}-\frac{1}{4} \chi^{2} \mathrm{IV}-\frac{1}{4} \rho^{2} \mathrm{II}, \\
\mathrm{~V}_{c}= & \frac{1}{2} \zeta \cdot \rho \mathrm{X}-\frac{1}{4} \zeta^{2} \mathrm{IV}-\frac{1}{4} \rho^{2} \mathrm{III}, \\
\mathrm{VI}_{c}= & \frac{1}{2} \xi \cdot \chi \mathrm{VI}-\frac{1}{4} \xi^{2} \mathrm{II}-\frac{1}{4} \chi^{2} \mathrm{I}, \\
\mathrm{VII}_{c}= & \frac{1}{2}\left[\xi^{2} \mathrm{X}+\zeta \cdot \rho \mathrm{I}-\xi \cdot \rho \mathrm{VI}-\xi \cdot \zeta \mathrm{VII}\right] \\
\mathrm{VIII}_{c}= & -\frac{1}{2}\left[\chi^{2} \mathrm{X}+\zeta \cdot \rho \mathrm{II}-\chi \cdot \rho \mathrm{VIII}-\chi \cdot \zeta \mathrm{IX}\right], \\
\mathrm{IX}_{c}= & \frac{1}{2}\left[\zeta^{2} \mathrm{VII}+\rho \cdot \xi \mathrm{III}-\zeta \cdot \xi \mathrm{X}-\zeta \cdot \rho \mathrm{VI}\right], \\
\mathrm{X}_{c}= & \frac{1}{2}\left[\xi^{2} \mathrm{IX}+\chi \cdot \rho \mathrm{I}-\xi \cdot \rho \mathrm{V}-\xi \cdot \chi \mathrm{VII}\right] \\
\mathrm{XI}_{c}= & -\frac{1}{2}\left[\zeta^{2} \mathrm{~V}+\chi \cdot \xi \mathrm{III}-\zeta \cdot \xi \mathrm{VIII}-\chi \cdot \zeta \mathrm{VI}\right], \\
\mathrm{XII}_{c}= & \frac{1}{2}\left[\rho^{2} \mathrm{~V}+\chi \cdot \xi \mathrm{IV}-\rho \cdot \xi \mathrm{IX}-\chi \cdot \rho \mathrm{VII}\right], \\
\mathrm{XIII}_{c}= & \frac{1}{2}\left[\zeta^{2} \mathrm{IX}+\chi \cdot \rho \mathrm{III}-\zeta \cdot \rho \mathrm{VIII}-\chi \cdot \zeta \mathrm{X}\right], \\
\mathrm{XIV}_{c}= & \frac{1}{2}\left[\chi^{2} \mathrm{VII}+\xi \cdot \rho \mathrm{II}-\chi \cdot \rho \mathrm{V}-\chi \cdot \xi \mathrm{IX}\right] \\
\mathrm{XV}_{c}= & \left.-\frac{1}{2} \xi^{2} \mathrm{VIII}+\chi \cdot \zeta \mathrm{I}-\xi \cdot \zeta \mathrm{V}-\xi \cdot \chi \mathrm{VI}\right], \\
\mathrm{XVI}_{c}= & \frac{1}{2}\left[\rho^{2} \mathrm{VI}+\zeta \cdot \xi \mathrm{IV}-\rho \cdot \xi \mathrm{X}-\zeta \cdot \rho \mathrm{VII}\right], \\
\mathrm{XVII}_{c}= & \frac{1}{2}\left[\chi^{2} \mathrm{VI}+\xi \cdot \zeta \mathrm{II}-\chi \cdot \zeta \mathrm{V}-\chi \cdot \xi \mathrm{VIII},\right. \\
\mathrm{XVIII}_{c}= & -\frac{1}{2}\left[\rho^{2} \mathrm{VIII}+\zeta \cdot \chi \mathrm{IV}-\rho \cdot \chi \mathrm{X}-\zeta \cdot \rho \mathrm{IX}\right], \\
\mathrm{XIX}_{c}= & \frac{1}{2}[2 \xi \cdot \rho \mathrm{VIII}+2 \zeta \cdot \chi \mathrm{VII}-\chi \cdot \xi \mathrm{X} \\
& -\zeta \cdot \rho \mathrm{V}-\zeta \cdot \xi \mathrm{IX}-\rho \cdot \chi \mathrm{VI}] \\
\mathrm{XX}_{c}= & -\frac{1}{2}[2 \rho \cdot \chi \mathrm{VI}+2 \xi \cdot \zeta \mathrm{IX}-\rho \cdot \zeta \mathrm{V} \\
& -\xi \cdot \chi \mathrm{X}-\zeta \cdot \chi \mathrm{VII}-\rho \cdot \xi \mathrm{VIII}] .
\end{aligned}
$$

Since the above 20 contractions are given as linear combinations of the 10 algebraically possible Ricci basis tensors, only 10 of the 20 contractions are independent; the other 10 equations reduce to relationships between the contractions. For each different choice of normalization for the four basis vectors of the tetrad, there is, in general, a different set of 10 independent contractions. For example, if we choose normalization type 4 from Table I, with $\chi^{2}=\rho^{2}=$ $\zeta^{2}=-1, \xi^{2}=1$, all scalar products $=0$, then we can choose the following as our 10 independent
equations:

$$
\begin{aligned}
\mathrm{I}_{c} & =\frac{1}{4}[\mathrm{I}-\mathrm{III}], & \mathrm{IX} & =-\frac{1}{2} \mathrm{VII}, \\
\mathrm{II}_{c} & =\frac{1}{4}[\mathrm{I}-\mathrm{IV}], & \mathrm{X}_{c} & =\frac{1}{2} \mathrm{IX}, \\
\mathrm{III}_{c} & =\frac{1}{4}[\mathrm{II}+\mathrm{III}], & \mathrm{XI}_{c} & =\frac{1}{2} \mathrm{~V}, \\
\mathrm{~V}_{c} & =\frac{1}{4}[\mathrm{III}+\mathrm{IV}], & \mathrm{XV}_{c} & =-\frac{1}{2} \mathrm{VIII}, \\
\mathrm{VH}_{c} & =\frac{1}{2} \mathrm{X}, & X V I_{c} & =-\frac{1}{2} \mathrm{VI} .
\end{aligned}
$$

And our remaining 10 equations reduce to the following relationships between the contractions:

$$
\begin{aligned}
\mathrm{IV}_{c} & =\mathrm{I}_{c}-\mathrm{II}_{c}+\mathrm{III}_{c}, & \mathrm{XIV}_{c} & =\mathrm{IX}_{c} \\
\mathrm{VI}_{c} & =\mathrm{II}_{c}-\mathrm{III}_{c}+\mathrm{V}_{c}, & \mathrm{XVII}_{c} & =\mathrm{XVI}_{c} \\
\mathrm{VIII}_{c} & =\mathrm{VII}_{c}, & \mathrm{XVIII}_{c} & =-\mathrm{XV}_{c} \\
\mathrm{XII}_{c} & =-\mathrm{XI}_{c}, & \mathrm{XIX}_{c} & =0 \\
\mathrm{XIII}_{c} & =-\mathrm{X}_{c}, & \mathrm{XX}_{c} & =0
\end{aligned}
$$

To go the other way, from a given algebraic Ricci tensor to the algebraic Riemann tensor whose contraction is the algebraic Ricci tensor, is more complicated. We introduce the notation

$$
\mathrm{I} \equiv\left(R_{j k}\right)_{\mathrm{I}}, \quad \mathrm{I}_{r} \equiv\left(R_{i j k l}\right)_{\mathrm{I}}
$$

In order to accomplish this inversion, we had to choose some minimum normalization. We chose the following:

$$
\begin{gathered}
\chi^{2}=\rho^{2}=-1 \\
\chi \cdot \rho=\xi \cdot \chi=\xi \cdot \rho=\zeta \cdot \chi=\zeta \cdot \rho=0
\end{gathered}
$$

This corresponds to types $3,4,5,13,14$, or 15 of Table I. With this choice of normalization, we obtained the inversion formulas listed below, where the algebraic Ricci tensor on the left of the colon results from the contraction of the algebraic Riemann tensor on the right. [Thus, for example, $\left(R_{k j}\right)_{\text {I }}$ results from the contraction over $i$ and $l$ of $2\left[\left(R_{i j k l}\right)_{\mathrm{II}}+\left(R_{i j k l}\right)_{\mathrm{VI}}+\right.$ $\xi^{2}\left(R_{i j k l}\right)_{\text {IV }}$ ], or in our shorthand notation, $\mathrm{I}: 2\left(\mathrm{II}_{r}+\right.$ $\left.\left.\mathrm{VI}_{r}+\xi^{2} \mathrm{IV}_{r}\right)\right]:$

$$
\begin{gathered}
\mathrm{I}: 2\left(\mathrm{II}_{r}+\mathrm{VI}_{r}+\xi^{2} \mathrm{IV}_{r}\right), \\
\xi^{2} \mathrm{II}: 2\left(\mathrm{II}_{r}-\mathrm{VI}_{r}+\xi^{2} \mathrm{IV}_{r}\right), \\
\zeta^{2} \mathrm{II}: 2\left(-\mathrm{III}_{r}+\mathrm{V}_{r}+\zeta^{2} \mathrm{IV}_{r}\right), \\
\xi \cdot \zeta \mathrm{II}: \mathrm{XVII}_{r}-\mathrm{XVI}_{r}+2 \xi \cdot \zeta \mathrm{IV}_{r}, \\
\mathrm{III}: 2\left(\mathrm{III}_{r}+\mathrm{V}_{r}+\zeta^{2} \mathrm{IV}_{r}\right), \\
\xi^{2} \mathrm{IV}: 2\left(\mathrm{VI}_{r}+\xi^{2} \mathrm{IV}_{r}-\mathrm{II}_{r}\right), \\
\zeta^{2} \mathrm{IV}: 2\left(\mathrm{III}_{r}-\mathrm{V}_{r}+\zeta^{2} \mathrm{IV}_{r}\right), \\
\xi \cdot \zeta \mathrm{IV}: \mathrm{XVI}_{r}-\mathrm{XVII}_{r}+2 \xi \cdot \zeta \mathrm{IV}_{r}, \\
\mathrm{~V}:-2 \mathrm{XII}_{r}, \\
\text { VI: }-\mathrm{XVI}_{r}-\mathrm{XVII}_{r}+2 \xi \cdot \zeta \mathrm{IV}_{r}, \\
\text { VII: }-2 \mathrm{XIV}_{r}, \\
\text { VIII: } 2 \mathrm{XVIII}_{r},
\end{gathered}
$$

$$
\begin{aligned}
& \xi^{2} \mathrm{IX}^{2}: 2 \mathrm{X}_{r}, \\
& \zeta^{2} \mathrm{IX}: \\
& \xi \cdot \mathrm{XIII}_{r}, \\
& \xi \cdot \zeta \mathrm{IX}:-2 \mathrm{XIX}_{r}, \\
& \mathrm{X}: \\
& \mathbf{0} \mathrm{VIII}_{r}, \\
& 0:\left[(\xi \cdot \zeta)^{2}-\xi^{2} \zeta^{2}\right] \mathrm{IV}_{r}-\mathrm{I}_{r}-\frac{1}{2} \xi \\
& \quad \cdot \zeta\left(\mathrm{XVI}_{r}+\mathrm{XVII}_{r}\right)-\frac{1}{2} \xi^{2}\left(\mathrm{III}_{r}+\mathrm{V}_{r}\right) \\
& \quad-\frac{1}{2} \zeta^{2}\left(\mathrm{II}_{r}+\mathrm{VI}_{r}\right), \\
& 0:-\mathrm{VII}_{r}+\xi^{2} \mathrm{VIII}_{r}+\xi \cdot \zeta \mathrm{XIV}_{r} \\
& 0:-\mathrm{IX}_{r}-\zeta^{2} \mathrm{XIV}_{r}-\xi \cdot \zeta \mathrm{VIII}_{r}, \\
& 0:-\mathrm{XI}_{r}+\zeta^{2} \mathrm{XII}_{r}+\xi \cdot \zeta \mathrm{XVIII}_{r}, \\
& 0:-\mathrm{XV}_{r}-\xi^{2} \mathrm{XVIII}_{r}-\xi \cdot \zeta \mathrm{XII}_{r}, \\
& 0:-\mathrm{XX}_{r}+2 \mathrm{XIX}_{r} .
\end{aligned}
$$

The last six combinations of algebraic Riemann tensors give zero when contracted. The inversion equations given above are not unique. Indeed, since we are going from a 10 -dimensional space to a 20 dimensional space, the inversion has a 10 -parameter degree of freedom. When a particular normalization of the basis vector tetrad is chosen, the above 20 equations reduce to 10 inversion relations plus 10 combinations of algebraic Riemann tensors whose contractions give zero. To any of the 10 inversion relations we can add to the right side any arbitrary sum of the 10 combinations, since, when contracted, this sum is zero. This arbitrary choice represents our 10-parameter degree of freedom.

## IV. NEWMAN'S CLASSIFICATION FOR $R_{i j}=0$

Newman ${ }^{5}$ found the 10 -dimensional subspace of Riemann tensors whose contractions are zero Ricci tensors. This would correspond in our inversion equations above to the 10 combinations of algebraic Riemann tensors whose contractions give zero. Newman worked with a particularly interesting set of basis vectors. He chose a basis of type 14 from Table I with the further restriction that the six bivectors formed from the four basis vectors are each other's duals. Newman's normalization is

$$
\begin{gathered}
\xi^{2}=\chi^{2}=0, \quad \xi \cdot \chi=1 \\
\zeta^{2}=\rho^{2}=-1, \quad \zeta \cdot \rho=0 \\
\xi \cdot \zeta=\xi \cdot \rho=\chi \cdot \zeta=\chi \cdot \rho=0,
\end{gathered}
$$

and

$$
\begin{aligned}
M_{i j} & =Q_{i j}^{*}, \\
N_{i j} & =P_{i j}^{*}, \\
S_{i j} & =L_{i j}^{*},
\end{aligned}
$$

where the dual is defined by

$$
Q_{i j}^{*} \equiv \frac{1}{2} \sqrt{-g} \epsilon_{i j k l} Q^{k l}
$$

The restriction $R_{i j}=0$ is 10 independent equations between the 20 independent components of $R_{i j k l}$. This defines a 10 -dimensional subspace, and, in our system, Newman has found the following 10 tensors which span the subspace:

$$
\begin{aligned}
& \mathrm{I}_{N}=\mathrm{I}_{r}-\mathrm{II}_{r}, \\
& \mathrm{II}_{N}=\mathrm{III}_{r}-\mathrm{IV}_{r}^{*}, \quad \quad \mathrm{II}_{N}^{*}=\mathrm{VII}_{r}, \\
& \mathrm{III}_{N}=\mathrm{IIX}_{r}, \\
& \mathrm{IV}_{N}=\mathrm{XIII}_{r}, \quad \mathrm{XIV}_{r}, \quad \mathrm{IIV}_{N}^{*}=\mathrm{XV}_{r}^{*}=\mathrm{XVII}_{r}+\mathrm{XVI}_{r}, \\
& \mathrm{~V}_{N}=\mathrm{XI}_{r}-\mathrm{XII}_{r}, 2\left(\mathrm{~V}_{r}-\mathrm{VI}_{r}\right) \\
& \mathrm{V}_{N}^{*}=\mathrm{XIX}_{r}+\mathrm{XX}_{r},
\end{aligned}
$$

where

$$
\begin{aligned}
\mathrm{I}_{N} & \equiv \text { Newman's basis-tensor number I, } \\
\mathrm{I}_{r} & =\left(R_{i j k l}\right)_{\mathrm{I}} .
\end{aligned}
$$

Every algebraic Riemann tensor which has a zero Ricci tensor is therefore a linear combination of these 10 basis tensors.

## V. CLASSIFICATION OF RICCI NULL SPACES

We call a Riemann manifold for which $R_{i m} R_{j}^{m}=0$, $R_{i j} \not \equiv 0$, a Ricci null manifold. Below we find all possible algebraic Ricci tensors which are Ricci null. The inversion formulas, in Sec. III, then give all possible algebraic Riemann tensors whose contractions are Ricci null.

We again assume the minimum normalization

$$
\begin{gathered}
\chi^{2}=\rho^{2}=-1 \\
\chi \cdot \rho=\xi \cdot \chi=\xi \cdot \rho=\zeta \cdot \chi=\zeta \cdot \rho=0 .
\end{gathered}
$$

Let any arbitrary algebraic Ricci tensor be given by

$$
R_{i j}=\sum_{m=\mathrm{I}}^{\mathrm{X}} a_{m}\left(R_{i j}\right)_{m}
$$

Then $R_{i j}$ is Ricci null if

$$
\begin{aligned}
R_{m i} R^{m} j & =\left[\sum_{n=1}^{\mathrm{X}} a_{n}\left(R_{m i}\right)_{n}\right]\left[\sum_{n=\mathrm{I}}^{\mathrm{X}} a_{n}\left(R_{j}^{m}\right)_{n}\right] \\
& =\sum_{k=\mathrm{I}}^{\mathrm{X}} b_{k}\left(R_{i j}\right)_{k}=0,
\end{aligned}
$$

where

$$
\begin{aligned}
b_{\mathrm{II}}= & \xi^{2} a_{\mathrm{I}}^{2}+\xi \cdot \zeta a_{\mathrm{I}} a_{\mathrm{VI}}-\frac{1}{4} a_{\mathrm{V}}^{2}+\frac{1}{4} \zeta^{2} a_{\mathrm{VI}}^{2}-\frac{1}{4} a_{\mathrm{VII}}^{2} \\
b_{\mathrm{II}}= & -a_{\mathrm{II}}^{2}+\frac{1}{4} \xi^{2} a_{\mathrm{V}}^{2}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{V}} a_{\mathrm{VIII}} \\
& +\frac{1}{4} \zeta^{2} a_{\mathrm{VIII}}^{2}-\frac{1}{2} a_{\mathrm{IX}}^{2}, \\
b_{\mathrm{III}}= & \zeta^{2} a_{\mathrm{III}}^{2}+\xi \cdot \zeta a_{\mathrm{III}} a_{\mathrm{VI}}+\frac{1}{4} \xi^{2} a_{\mathrm{VI}}^{2} \\
& -\frac{1}{4} a_{\mathrm{VIII}}^{2}-\frac{1}{4} a_{\mathrm{X}}^{2}, \\
b_{\mathrm{IV}}= & -a_{\mathrm{IV}}^{2}+\frac{1}{4} \xi^{2} a_{\mathrm{VII}}^{2}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VII}} a_{\mathrm{X}} \\
& -\frac{1}{4} a_{\mathrm{IX}}^{2}+4 \zeta^{2} a_{\mathrm{X}}^{2},
\end{aligned}
$$

$$
\begin{aligned}
b_{\mathrm{V}}= & \xi^{2} a_{\mathrm{I}} a_{\mathrm{V}}+\xi \cdot \zeta a_{\mathrm{I}} a_{\mathrm{VIII}}-a_{\mathrm{II}} a_{\mathrm{V}}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{V}} a_{\mathrm{VI}} \\
& +\frac{1}{2} \zeta^{2} a_{\mathrm{VI}} a_{\mathrm{VIII}}-\frac{1}{2} a_{\mathrm{VII}} a_{\mathrm{IX}}, \\
b_{\mathrm{VII}}= & 2 \xi \cdot \zeta a_{\mathrm{I}} a_{\mathrm{III}}+\xi^{2} a_{\mathrm{I}} a_{\mathrm{VI}}+\zeta^{2} a_{\mathrm{III}} a_{\mathrm{VI}} \\
& -\frac{1}{2} a_{\mathrm{V}} a_{\mathrm{VIII}}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VI}}^{2}-\frac{1}{2} a_{\mathrm{VII}} a_{\mathrm{X}}, \\
b_{\mathrm{VII}}= & \xi^{2} a_{\mathrm{I}} a_{\mathrm{VII}}+\xi \cdot \zeta a_{\mathrm{I}} a_{\mathrm{X}}-a_{\mathrm{IV}} a_{\mathrm{VII}}-\frac{1}{2} a_{\mathrm{V}} a_{\mathrm{IX}} \\
& +\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VI}} a_{\mathrm{VII}}+\frac{1}{2} \zeta^{2} a_{\mathrm{VI}} a_{\mathrm{X}} \\
b_{\mathrm{VIII}}= & -a_{\mathrm{III}} a_{\mathrm{VIII}}+\zeta^{2} a_{\mathrm{III}} a_{\mathrm{VIII}}+\frac{1}{2} \xi^{2} a_{\mathrm{V}} a_{\mathrm{VI}} \\
& +\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VI}} a_{\mathrm{VIII}}-\frac{1}{2} a_{\mathrm{IX}} a_{\mathrm{X}}+\xi \cdot \zeta a_{\mathrm{III}} a_{\mathrm{V}}, \\
b_{\mathrm{IX}=}= & -a_{\mathrm{II}} a_{\mathrm{IX}}-a_{\mathrm{IV}} a_{\mathrm{IX}}+\frac{1}{2} \xi^{2} a_{\mathrm{V}} a_{\mathrm{VII}} \\
& +\frac{1}{2} \xi \cdot \zeta a_{\mathrm{V}} a_{\mathrm{X}}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VII}} a_{\mathrm{VIII}}+\frac{1}{2} \zeta^{2} a_{\mathrm{VIII}} a_{\mathrm{X}}, \\
b_{\mathrm{X}}= & \xi \cdot \zeta a_{\mathrm{III}} a_{\mathrm{VII}}+\zeta^{2} a_{\mathrm{III}} a_{\mathrm{X}}-a_{\mathrm{IV}} a_{\mathrm{X}} \\
& +\frac{1}{2} \xi^{2} a_{\mathrm{VI}} a_{\mathrm{VII}}+\frac{1}{2} \xi \cdot \zeta a_{\mathrm{VI}} a_{\mathrm{X}}-\frac{1}{2} a_{\mathrm{VIII}} a_{\mathrm{IX}} .
\end{aligned}
$$

The $\left(R_{i j}\right)_{\mathrm{I}}, \cdots,\left(R_{i j}\right)_{\mathrm{X}}$ are linearly independent. Hence, the coefficient of each $\left(R_{i j}\right)_{k}$ in our defining equation must be zero, i.e., $b_{k}=0$. This gives us a set of 10 quadratic equations for the 10 factors $a_{\mathrm{I}}, \cdots, a_{\mathrm{X}}$. For any given normalization, these equations can be solved by the usual algebraic techniques. We have solved them for normalization types 4 and 14. The results follow below.

## A. Normalization Type 4

We choose

$$
\xi^{2}=1, \quad \zeta^{2}=\rho^{2}=\chi^{2}=-1
$$

and all scalar products $=0$.
The complete set of real solutions for the $a_{i}$ 's is: $a_{\mathrm{V}}$, $a_{\mathrm{VI}}, a_{\mathrm{VII}}$ arbitrary (at least one must be nonzero):

\[

\]

We choose

$$
\begin{aligned}
\xi^{2}=\zeta^{2}=0, & \chi^{2} & =\rho^{2}=-1 \\
\xi \cdot \zeta=1, & \xi \cdot \chi & =\chi \cdot \rho=\chi \cdot \zeta \\
& & =\xi \cdot \rho=\zeta \cdot \rho=0 .
\end{aligned}
$$

Then,
$a_{\mathrm{I}} \neq 0$, arbitrary; all other $a_{i}$ 's $=0$ is a solution.
Also,
$a_{\text {III }} \neq 0$, arbitrary; all other $a_{i}$ 's $=0$ is a solution.
All other solutions are given by the following set:

$$
a_{\mathrm{V}}, a_{\mathrm{VII}}, a_{\mathrm{VIII}}, a_{\mathrm{X}}
$$

any solutions of

$$
a_{\mathrm{V}} a_{\mathrm{X}}=a_{\mathrm{VII}} a_{\mathrm{VIII}}, \quad a_{\mathrm{V}} a_{\mathrm{VIII}}+a_{\mathrm{VII}} a_{\mathrm{X}}>0,
$$

and

$$
\begin{aligned}
a_{\mathrm{VI}} & = \pm\left[\frac{1}{2}\left(a_{\mathrm{V}} a_{\mathrm{VIII}}+a_{\mathrm{VII}} a_{\mathrm{x}}\right)\right]^{\frac{1}{2}}, \\
a_{\mathrm{I}} & =\frac{a_{\mathrm{V}}^{2}+a_{\mathrm{VII}}^{2}}{4 a_{\mathrm{VI}}}, \quad a_{\mathrm{III}}=\frac{a_{\mathrm{VIII}}^{2}+a_{\mathrm{x}}^{2}}{4 a_{\mathrm{VI}}}, \\
a_{\mathrm{II}} & =a_{\mathrm{VI}} \frac{a_{\mathrm{V}}^{2}}{a_{\mathrm{V}}^{2}+a_{\mathrm{VII}}^{2}}, \quad a_{\mathrm{IV}}=a_{\mathrm{VI}} \frac{a_{\mathrm{VII}}^{2}}{a_{\mathrm{V}}^{2}+a_{\mathrm{VII}}^{2}}, \\
a_{\mathrm{IX}} & =2 a_{\mathrm{VI}} \frac{a_{\mathrm{V}} a_{\mathrm{VII}}^{2}}{a_{\mathrm{V}}^{2}+a_{\mathrm{VII}}^{2}}
\end{aligned}
$$

Each of the above sets of solutions for normalization types 4 and 14 is exhaustive; that is, every Ricci null tensor is contained in the solutions.

One immediate application of our classification is to prove that all Ricci null tensors have zero scalar curvature; that is, that

$$
R_{m i} R_{j}^{m}=0 \Rightarrow R \equiv R_{m}^{m}=0 .
$$

This is proved simply by taking either normalization, say type 4 , and calculating $R$ :
$R \equiv R_{m}^{m}=\sum_{i=1}^{\mathrm{X}} a_{i}\left(R_{m}^{m}\right)_{i}=a_{\mathrm{I}}-a_{\mathrm{II}}-a_{\mathrm{III}}-a_{\mathrm{IV}}=0$.
(Of course, the fact that $R_{m i} R_{j}^{m}=0 \Rightarrow R_{m}^{m}=0$ can also be proved by elementary matrix theory by an application of Sylvester's law of degeneracy.)

Starting again from the general classification we have also shown, in a similar manner, that all algebraically possible spaces for which $R_{k}^{l} R_{m}^{k}=0$ are not necessarily $R_{l m} R^{k l m n}=0$ spaces, and all those for which $R_{l m} R^{k l m n}=0$ are not necessarily $R_{k}^{l} R_{m}^{k}=0$ spaces. It is to be noted that these statements may not hold for bona fide Riemann and Ricci curvature tensors, although it is not unreasonable to conjecture that they do. These contractions occur in one approach to the elementary particle problem which uses Riemannian geometry. ${ }^{6.7}$
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#### Abstract

The relationships defining spin projectors are reviewed and the explicit formulations of the resulting spin-dependent (Sanibel) coefficients are shown to be consistent. Recurrence relations among Sanibel coefficients are derived. It is shown how the formal results here presented are useful in the calculation of matrix elements of spin-free and spin-dependent operators.


## I. INTRODUCTION

For many reasons it is useful to have many-electron wavefunctions which are constructed to be eigenfunctions of one component of the spin angular momentum and of the square of the total spin angular momentum. Such eigenfunctions were first produced by the coupling of one-electron spin eigenfunctions by methods which related the eigenfunctions of a given spin system to those of the systems containing fewer spins. ${ }^{1}$ These so-called vector-coupling methods are applicable to systems more general than the assemblies of spin- $\frac{1}{2}$ systems to be considered here and do not lead directly to highly convenient formulations of multi-electron spin problems.

An alternative approach is to introduce a projection operator ${ }^{2}$ to obtain from an arbitrary multi-electron spin function an eigenfunction of the desired spin quantum numbers. This approach has turned out to have the practical advantage of ease of formal manipulation, particularly when, as is usually the case, we actually desire matrix elements rather than the spin eigenfunctions themselves. Various ways of introducing spin projectors have been described. ${ }^{2,3}$ As we shall see, these are all equivalent, both in that they describe the same projection (namely, to the entire spin subspace of the given quantum numbers) and that they give numerically consistent results.

This paper is particularly concerned with developing

[^221]the formulas needed for efficient use of the projectionoperator method of destribing spin eigenfunctions. Accordingly, we define a spin projector and discuss the set of coefficients needed to give it explicit implementation. Different expressions which have been obtained for these coefficients by different methods are then related to each other, making use of the theory of generalized hypergeometric series. We next discuss the recurrence relations satisfied by the coefficients. Then we review the numerical methods which are available for coefficient construction. Finally, we survey the application of the formal mathematics to problems involving matrix elements of spin-free and spin-dependent operators.

## II. PROJECTION OPERATORS

We consider a system of $N$ spin- $\frac{1}{2}$ particles. Individual particles are characterized by a two-component spin space; we use $\alpha$ and $\beta$ to denote single-particle spin eigenfunctions with $s_{z}$ eigenvalues $+\frac{1}{2} \hbar$ and $-\frac{1}{2} \hbar$, respectively. The most general $N$-particle spin function is a linear combination of the $2^{N}$ different simple-product functions obtained by assigning states $\alpha$ and $\beta$ to individual electrons in all possible ways. It is convenient to regard these $2^{N}$ simple-product functions as spanning a vector space; any $N$-spin function is a vector in this space.

The simple-product spin functions are eigenfunctions of $\delta_{z}$, the operator for the $z$ component of the total spin. If a product contains $n_{\alpha} \alpha$ spins and $n_{\beta} \beta$ spins, the eigenvalue is $\frac{1}{2}\left(n_{\alpha}-n_{\beta}\right) \hbar$. Writing this eigenvalue as $M \hbar$ and writing $\frac{1}{2} N=n$ (note that $n$ may be either integral or half-integral), we have

$$
\begin{align*}
& n_{\alpha}=n+M, \\
& n_{\beta}=n-M . \tag{1}
\end{align*}
$$

On the other hand, a product function is not usually an eigenfunction of $\mathrm{S}^{2}$, the operator for the square of the total spin. However, since $\delta^{2}$ and $\delta_{z}$ commute, it
is possible to form linear combinations of product functions which are simultaneous eigenfunctions of both $\delta^{2}$ and $\S_{z}$. We, therefore, may span the $2^{N}$-dimensional $N$-spin space by the set of such simultaneous eigenfunctions and regard it as the union of a set of disjoint subspaces, each subspace characterized by its eigenvalues of $S^{2}$ and $S_{z}$. Since the eigenvalues are of the form $S(S+1) \hbar^{2}$ and $M \hbar$, each subspace is identified by its quantum numbers $S$ and $M$.
We introduce the projection operator $\mathcal{O}_{S M}$, and define it to have the property that it projects an arbitrary $N$-spin function onto the subspace characterized by $S$ and $M$. Formally, we may write $\mathcal{O}_{S M}$ as a partial resolution of the identity:

$$
\begin{equation*}
\mathcal{O}_{S M}=\sum_{k}\left|\theta_{S M k}\right\rangle \theta_{S M k} \mid, \tag{2}
\end{equation*}
$$

where $\theta_{S M k}$ is the $k$ th eigenfunction of quantum numbers $S$ and $M$, and the summation is over an orthonormal set of $\theta_{S M k}$ spanning the $S, M$ subspace. In other words, the $\theta_{S M k}$ are an orthonormal set of all the linearly independent eigenfunctions for the given $S$ and $M$. In view of the foregoing, it is clear that

$$
\begin{equation*}
\sum_{S, M} \mathcal{O}_{S M}=I, \tag{3}
\end{equation*}
$$

where $I$ is the identity operator. Moreover, from Eq. (2) and the orthonormality of the $\theta_{S M k}$,

$$
\begin{align*}
& \mathcal{O}_{S M}^{2}=\mathcal{O}_{S M},  \tag{4}\\
& \mathcal{O}_{S M}^{\dagger}=\mathcal{O}_{S M}, \tag{5}
\end{align*}
$$

verifying that $\theta_{S M}$ is a projector and showing that it is self-adjoint.

The projector introduced in Eq. (2) is not the only projector which produces an eigenfunction of the given $S$ and $M .{ }^{4}$ A projection onto any portion of the $S, M$ subspace obviously would also produce such an eigenfunction and different eigenfunctions (but with the same $S$ and $M$ values) would result from projections onto different parts of the $S, M$ subspace. The reason for using the complete subspace, as in Eq. (2), is the desire to have $\boldsymbol{O}_{S M}$ commute with all permutation operators.

To show that $\mathcal{O}_{S M}$ commutes with all permutation operators, we proceed as follows. Let $P$ stand for an arbitrary permutation operator. Because $P, \delta^{2}$, and $\delta_{s}$ all commute, $P \theta_{S M k}$ must still be an eigenfunction with quantum numbers $S$ and $M$, i.e., in general a linear combination of the $\theta_{S M k}$ :

$$
\begin{equation*}
P \theta_{S M k}=\sum_{j} V_{J k}(P) \theta_{S M j} . \tag{6}
\end{equation*}
$$

[^222]It can be shown that these coefficients $V_{j k}(P)$ define an irreducible unitary matrix representation of the permutation group. ${ }^{5}$ Now, referring to Eq. (2), we see that (noting that $P$ is a unitary operator):

$$
\begin{align*}
\mathcal{O}_{S M} P & =\sum_{k}\left|\theta_{S M k}\right\rangle\left\langle P^{-1} \theta_{S M k}\right| \\
& =\sum_{k, j} V_{j k}^{*}\left(P^{-1}\right)\left|\theta_{S M k}\right\rangle\left\langle\theta_{S M}\right|,  \tag{7a}\\
P \mathcal{O}_{S M} & =\sum_{k}\left|P \theta_{S M k}\right\rangle\left\langle\theta_{S M k}\right| \\
& =\sum_{k, j} V_{j k}(P)\left|\theta_{S M j}\right\rangle\left\langle\theta_{S M k}\right| . \tag{7b}
\end{align*}
$$

Interchanging dummy subscripts $k$ and $j$ in Eq. (7b) and writing $V_{j k}^{*}\left(P^{-1}\right)=V_{k j}(P)$, we see that $\mathcal{O}_{S M}$ and $P$ commute. Because the $V_{j k}(P)$ describe an irreducible representation, there exists no subset of the $\theta_{S M k}$ for which this analysis can be carried out for all $P$.
It is possible to use the $V_{i k}(P)$ to form an explicit representation of $\mathcal{O}_{S M}$. In particular,

$$
\begin{equation*}
\mathcal{O}_{S M}=\frac{d}{N!} \sum_{P} \sum_{k=1}^{d} V_{k k}^{*}(P) P, \tag{8}
\end{equation*}
$$

where the $P$ summation is over all $N$ ! permutations of $N$ spins, and $d$ is the dimension of the $S, M$ subspace (the number of linearly independent $\theta_{S M k}$ ). Equation (8) shows that $\mathcal{O}_{S M}$ can be characterized by the characters of $\mathbf{V}(P)$.

Neither Eq. (2) nor Eq. (8) is an entirely convenient way of characterizing $\mathcal{O}_{S M}$ for practical use. It is more useful to give the result of the application of $\mathcal{O}_{S M}$ to each member of a basis of the $N$-spin space. Following Löwdin, ${ }^{2}$ we seek to describe the action of $\mathcal{O}_{S M}$ on a simple product of $\alpha$ and $\beta$ spin functions. This course of action has the great advantage that in actuality the analysis need be carried out only for one member of the basis; results for the remaining basis functions can be immediately inferred.

Consider the application of $\mathcal{O}_{S M}$ to a spin function in which the first $n_{\alpha}$ spins are in state $\alpha$ and the remaining $n_{\beta}$ spins are in state $\beta$, where $n_{\alpha}$ and $n_{\beta}$ are as given in Eq. (1). Any other values of $n_{\alpha}$ and $n_{\beta}$ will lead to a zero result when $\mathcal{O}_{S M}$ is applied. We designate this product function [ $\left.\alpha^{n_{a}}\right]\left[\beta^{n \beta}\right]$. The notation will be explained shortly.

Since all eigenfunctions of given $S$ and $M$ have equal numbers of $\alpha$ functions, $\mathcal{O}_{S M}$ converts $\left[\alpha^{n} \alpha\right]\left[\beta^{n \beta}\right]$ into a linear combination of functions generated by permuting its $\alpha$ and $\beta$ functions into

[^223]distinguishable orderings:
\[

$$
\begin{equation*}
\mathcal{O}_{S M}\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]=\sum_{P}^{\prime} C(P) P\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right], \tag{9}
\end{equation*}
$$

\]

where the sum is over those $P$ which give rise to distinguishable product functions.

We can relate $C(P)$ for various $P$ by use of the fact that $\mathcal{O}_{S M}$ and every $P$ commute. To do so, we apply to both sides of Eq. (9) a permutation $Q$ which affects only the first $n_{\alpha}$ spins. Bringing $Q$ through $\mathcal{O}_{S M}$ on the left side, we see that it only permutes the $n_{\alpha} \alpha$ spins and therefore has no effect. This means that the right-hand side of Eq. (9) must also be unaffected. But there, the various $P$ have produced functions not all of whose first $n_{\alpha}$ spins are identical. Since application of $Q$ produces a nontrivial re-ordering of the first $n_{\alpha}$ spins in $\left.P\left[\alpha^{n}\right]\right]\left[\beta^{n} \beta\right]$, it is necessary that all $P$ which differ only by permutations among the first $n_{\alpha}$ functions have the same $C(P)$. Corresponding remarks apply to the application of permutations $Q$ involving the last $n_{\beta}$ spins. The conclusion is that $C(P)$ can depend only upon the numbers of $\alpha$ and $\beta$ spins in the first $n_{\alpha}$, and last $n_{\beta}$ positions of $P\left[\alpha^{n} a\right]\left[\beta^{n} \beta\right]$.

As a result of the arguments of the preceding paragraph, we write

$$
\begin{equation*}
\mathcal{O}_{S M}\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]=\sum_{j} C_{j}(S, M, n)\left[\alpha^{n_{\alpha}-j} \beta^{j}\right]\left[\alpha^{j} \beta^{n_{\beta}-j}\right], \tag{10}
\end{equation*}
$$

where $\left[\alpha^{p} \beta^{q}\right]$ is the sum of all the $\binom{p+q}{p}$ possible orderings of $p \alpha$-functions and $q \beta$-functions. The summation is over all $j$ values for which the spin functions are defined, and the $C_{j}(S, M, n)$ are coefficients whose values are to be the subject of later sections of this paper. Note that we show explicitly the values of $S, M$, and $n=\frac{1}{2} N$ to which the coefficients refer. ${ }^{6}$ We see also that $j$ describes a set of permutations which when applied to $\left[\alpha^{n} \alpha\right]\left[\beta^{n^{\beta}}\right]$ cause $j \beta$-spins to be placed in the first $n_{a}$ positions (with $j \alpha$-spins replacing them in the last $n_{\beta}$ positions).

We ordinarily use Eq. (10) in contexts involving the evaluation of a matrix element. For example,

$$
\begin{align*}
&\left\langle\mathcal{O}_{S M}\left[\alpha_{\alpha}^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \mid \mathcal{O}_{S M}\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
&=\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| \mathcal{O}_{S M}^{\dagger} \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta} \beta}\right]\right\rangle \\
&=\sum_{j} C_{j}(S, M, n)\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \mid\left[\alpha^{n_{\alpha}-j} \beta^{j}\right]\left[\alpha^{j} \beta^{n_{\beta}-\xi}\right]\right\rangle \\
&=C_{0}(S, M, n) . \tag{11}
\end{align*}
$$

To obtain Eq. (11) we used the self-adjointness and idempotency of $\mathcal{O}_{S M}$ and the orthonormality of different spin products. Another example, arising

[^224]when the antisymmetrizer is used, is
\[

$$
\begin{align*}
& \left\langle\mathcal{O}_{S M}\left[\alpha^{n} \alpha\right]\left[\beta^{n \beta}\right]\right| P\left|\mathcal{O}_{S M}\left[\alpha^{n} \alpha\right]\left[\beta^{n \beta}\right]\right\rangle \\
& \quad=\left\langle\left[\alpha^{n}\right]\left[\beta^{n} \beta\right]\right| \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n \beta}\right]\right\rangle \\
& \quad=\sum_{j} C_{j}(S, M, n)\left\langle P^{-1}\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n \beta}\right] \mid\left[\alpha^{n_{\alpha}-j} \beta^{j}\right]\left[\alpha^{j} \beta^{n \beta-j}\right]\right\rangle \\
& \quad=C_{j(P)}(S, M, n) . \tag{12}
\end{align*}
$$
\]

Here, we require the fact that $P$ and $\mathcal{O}_{S M}$ commute, and we define $j(P)$ to be the number of $\beta$ spins in the first $n_{\alpha}$ positions of $P^{-1}\left[\alpha^{n} \alpha\right]\left[\beta^{n} \beta\right]$. The scalar product multiplying $C_{j(P)}(S, M, n)$ is unity because there will be exactly one term in its right half which matches the single product $P^{-1}\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]$.
Finally, we consider the effect of applying $\sum_{S, M} \mathcal{O}_{S M}$ which according to Eq. (3) is the identity operator. We drop the $M$ summation since only the $M$ of Eq. (1) leads to nonzero contributions. Then, from Eq. (10),

$$
\begin{aligned}
& \sum_{S}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n} \beta\right]\right| \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
&=\sum_{S . j} C_{j}(S, M, n)\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \mid\left[\alpha^{n_{\alpha}-j} \beta^{j}\right]\left[\alpha^{j} \beta^{n_{\beta}-j}\right]\right\rangle \\
&=\sum_{S} C_{0}(S, M, n) .
\end{aligned}
$$

Thus we have a "normalization" condition

$$
\begin{equation*}
\sum_{S} C_{0}(S, M, n)=1 . \tag{13}
\end{equation*}
$$

If we also apply any permutation, as in $P \sum_{S, M} \mathcal{O}_{S M}$, we have, from Eq. (12),

$$
\sum_{S}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| P \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n^{n}}\right]\right\rangle=\sum_{S} C_{j(P)}(S, M, n)
$$

But, because $P \sum_{S, M} \mathcal{O}_{S M}=P$, this is equivalent to $\left.\left.\left\langle\left[\alpha^{n} \alpha\right]\left[\beta^{n} \beta\right]\right| P \mid\left[\alpha^{n}\right]\right]\left[\beta^{n} \beta\right]\right\rangle$, and any $P$ characterized by a nonzero $j(P)$ will make the matrix element vanish. Thus, we have the "orthogonality" condition

$$
\begin{equation*}
\sum_{S} C_{j}(S, M, n)=0, \quad j \neq 0 . \tag{14}
\end{equation*}
$$

Since some of the methods for finding the $C_{j}(S, M, n)$ lead to homogeneous equations, Eq. (13) provides a means of determining the scale of these coefficients. Equation (14) can be used to check numerical work.

## III. SPIN PROJECTION (SANIBEL) COEFFICIENTS

The coefficients $C_{j}(S, M, n)$ have now received extensive study. ${ }^{2-4,7-15}$ It was first shown that they

[^225]obey the following recurrence relation, originally derived for $M=0^{2}$ and later for nonzero $M^{11}$ :
\[

$$
\begin{align*}
& (n+M-j)(n-M-j) C_{j+1}(S, M, n) \\
& +\left[n+2 j(n-j)-S(S+1)+M^{2}\right] C_{j}(S, M, n) \\
& \quad+j^{2} C_{j-1}(S, M, n)=0 \tag{15}
\end{align*}
$$
\]

Subsequently, the $C_{j}(S, M, n)$ were explicitly related to the vector-coupling coefficients. ${ }^{10}$ Alternatively, consideration of the behavior of the spin functions under the operations of the three-dimensional rotation group led to the integral formula ${ }^{3}$

$$
\begin{align*}
& C_{j}(S, M, n) \\
& \begin{aligned}
=\frac{2 S+1}{2}(-1)^{j} & \int_{0}^{\pi}{ }_{2} F_{1}\left(M-S, M+S+1 ; 1 ; \sin ^{2} \frac{\theta}{2}\right) \\
& \times\left(\cos ^{2} \frac{\theta}{2}\right)^{n-j+M}\left(\sin ^{2} \frac{\theta}{2}\right)^{j} \sin \theta d \theta .
\end{aligned}
\end{align*}
$$

The vector-coupling method led to the following result, reported by Sasaki and Ohno ${ }^{10}$ :

$$
\begin{align*}
& C_{j}(S, M, n) \\
& =\frac{(2 S+1)(n-M-j)!(S+M)!}{(S-M)!} \\
& \quad \times \sum_{k} \frac{(-1)^{k}[(S-M+k)!]^{2}}{k!(S-M+k-j)!(n-S-k)!(2 S+1+k)!} . \tag{17}
\end{align*}
$$

In Eq. (17) and all subsequent expressions involving factorials or binomial coefficients, it is to be understood that summations are to be over all values for which the summand is well defined.

Equation (16) was integrated by Smith, ${ }^{11}$ using a representation of ${ }_{2} F_{1}$ as a Jacobi polynomial, thereby obtaining

$$
\begin{align*}
C_{j}(S, M, n) & =\frac{2 S+1}{n+S+1} \sum_{k}(-1)^{S-M+j-k}\binom{S-M}{k} \\
& \times\binom{ S+M}{S-M-k}\binom{n+S}{n+M-j+k}^{-1} . \tag{18}
\end{align*}
$$

Replacing $k$ by $S-M-k$, this expression is easily rearranged to the form

$$
\begin{array}{r}
C_{j}(S, M, n)=\frac{2 S+1}{n+S+1} \sum_{k}(-1)^{j+k}\binom{S-M}{k} \\
\times\binom{ S+M}{k}\binom{n+S}{j+k}^{-1} . \tag{19}
\end{array}
$$

This is the most efficient formula for $M$ near to $\pm S$.

[^226]Equation (19) also makes explicit the symmetry in $M$ : $C_{j}(S, M, n)=C_{j}(S,-M, n)$.
Equations (17) and (18) or (19) are not easily shown to be identical. As a first step towards the demonstration, it is convenient to identify $C_{j}(S, M, n)$ in terms of generalized hypergeometric series. We use the notation ${ }^{16}$

$$
{ }_{p} F_{q}\left[\begin{array}{c}
\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; z  \tag{20}\\
\beta_{1}, \beta_{2}, \cdots, \beta_{q}
\end{array}\right]=\sum_{k=0}^{\infty} \frac{\left(\alpha_{1}\right)_{k}\left(\alpha_{2}\right)_{k} \cdots\left(\alpha_{p}\right)_{z^{k}}{ }^{k}}{\left(\beta_{1}\right)_{k}\left(\beta_{2}\right)_{k} \cdots\left(\beta_{q}\right)_{k} k!},
$$

with $(u)_{k}=u(u+1) \cdots(u+k-1), \quad(u)_{0}=1$. If some $\alpha_{i}$ is a negative integer the series is deemed to terminate when $\left(\alpha_{i}\right)_{k}=0$; no difficulty in interpretation arises unless a ( $\left.\beta_{j}\right)_{k}$ becomes zero for a smaller value of $k$. This case is not encountered here.

By a suitable grouping of the factors in Eq. (19), it may be brought to the form

$$
\begin{align*}
& C_{j}(S, M, n)=\frac{2 S+1}{n+S+1}(-1)^{s}\binom{n+S}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
M-S,-M-S, j+1 ; 1 \\
j-n-S, 1
\end{array}\right] . \tag{21}
\end{align*}
$$

Incidentally, Eq. (19) may itself be easily verified without the intermediate introduction of a Jacobi polynomial by use of Eq. (20) for ${ }_{2} F_{1}$ in Eq. (16). We perform the integration directly in the variable $z=\sin ^{2}(\theta / 2)$. Each term involves a definite integral of the form

$$
\int_{0}^{1} z^{p}(1-z)^{q} d z=p!q!/(p+q+1)!.
$$

Returning to Eq. (17), we now transform it first to some possibly useful explicit expressions for $C_{j}(S, M, n)$, and then to a hypergeometric series equivalent to Eq. (21). Rewriting Eq. (17) to cast it in terms of binomial coefficients, we obtain

$$
\begin{align*}
C_{j}(S, M, n)= & \frac{2 S+1}{n+S+1}\binom{n+S}{S+M}^{-1}\binom{n-M}{j}^{-1} \\
& \times \sum_{k}(-1)^{k}\binom{n+S+1}{n-S-k} \\
& \times\binom{ S-M+k}{k}\binom{S-M+k}{j} . \tag{22}
\end{align*}
$$

Our next step is to apply the binomial-coefficient addition theorem ${ }^{17}$

$$
\begin{equation*}
\binom{a+c}{b+d}=\sum_{i}\binom{a}{b+l}\binom{c}{d-l} \tag{23}
\end{equation*}
$$

[^227]in the form
\[

$$
\begin{equation*}
\binom{S-M+k}{j}=\sum_{l}\binom{S-M}{j-l}\binom{k}{l} . \tag{24}
\end{equation*}
$$

\]

Inserting Eq. (24) into Eq. (22), interchanging the $k$ and $l$ summations, and cancelling factorials where possible, we obtain for the $k$ summation of Eq. (22)

$$
\begin{aligned}
\sum_{l}\binom{S-M}{j-l} & \binom{S-M+l}{l} \\
& \times \sum_{k}(-1)^{k}\binom{n+S+1}{n-S-k}\binom{S-M+k}{k-l}
\end{aligned}
$$

Using the relationship ${ }^{17}$

$$
\begin{equation*}
\binom{a}{r}=(-1)^{r}\binom{r-a-1}{r} \tag{25}
\end{equation*}
$$

to convert $\left.(-1)^{k(S-M+k}\right)$ to $(-1)^{l}\binom{M-S-l-l-1}{k-l}$, the $k$ summation may be evaluated using the addition theorem to reach

$$
\begin{align*}
& C_{j}(S, M, n) \\
& =\frac{2 S+1}{n+S+1}\binom{n+S}{S+M}^{-1}\binom{n-M}{j}^{-1} \\
& \quad \times \sum_{l}(-1)^{l}\binom{S-M}{j-l}\binom{S-M+l}{l}\binom{n+M-l}{n-S-l} . \tag{26}
\end{align*}
$$

Similar steps starting from the replacement in Eq. (26) of $\left({ }_{(S-M+l}^{l}\right)$ by $\sum_{k}\left({ }^{(S-M+l-k} l\right)\binom{j}{k}$ lead to

$$
\begin{align*}
& C_{i}(S, M, n) \\
&= \frac{(2 S+1)(n+M)!(n-M)!}{(n+S+1)(n+S)!(n-S)!} \\
& \times\binom{ n+M}{j}^{-1}\binom{n-M}{j} \\
& \times \sum_{k}(-1)^{j-k}\binom{S+M}{k}\binom{S-M}{k}\binom{n-S}{j-k}  \tag{27}\\
&= C_{0}(S, M, n)\binom{n+M}{j}\binom{n-M}{j} \\
& \times \sum_{k}(-1)^{j-k}\binom{S+M}{k}\binom{S-M}{k}\binom{n-S}{j-k} . \tag{28}
\end{align*}
$$

Once again we have reached a form in which $M$ and $-M$ appear symmetrically. Equation (28) is the most convenient form for small $j$ values, as the $k$ summation runs at most from 0 to $j$. This equation is also an appropriate point from which to obtain another expression in hypergeometric series. By straight-
forward comparison with the definition,

$$
\begin{align*}
C_{j}(S, M, n)= & \frac{2 S+1}{n+S+1}(-1)^{j}\binom{n+S}{j}^{-1} \\
& \times \frac{(n-M-j)!(n+M-j)!}{(n-S-j)!(n+S-j)!} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
M-S,-M-S,-j ; 1 \\
n-S-j+1,1
\end{array}\right] . \tag{29}
\end{align*}
$$

MacRobert ${ }^{18}$ gives an identity involving ${ }_{3} F_{2}$ series which for the case at hand is

$$
\begin{align*}
& { }_{3} F_{2}\left[\begin{array}{c}
M-S,-M-S, j+1 ; 1 \\
j-n-S, 1
\end{array}\right] \\
& =\frac{(j-n+M)_{S-M}}{(j-n-S)_{S-M}} F_{2}\left[\begin{array}{c}
M-S,-M-S,-j ; 1 \\
n-S-j+1,1
\end{array}\right] . \tag{30}
\end{align*}
$$

Since

$$
\frac{(j-n+M)_{S-M}}{(j-n-S)_{S-M}}=\frac{(n-M-j)!(n+M-j)!}{(n-S-j)!(n+S-j)!},
$$

the Sasaki-Ohno and Smith formulations are proven equivalent.
For completeness, we cite various special cases of the $C_{j}(S, M, n)$. The first three of these were reported by Sasaki and Ohno. For $j=0$, from Eq. (27),

$$
\begin{equation*}
C_{0}(S, M, n)=\frac{(2 S+1)(n-M)!(n+M)!}{(n+S+1)(n-S)!(n+S)!} . \tag{31}
\end{equation*}
$$

For $M=S$, from Eq. (19), noting that $k$ has only the value zero:

$$
\begin{equation*}
C_{j}(S, S, n)=(-1)^{i}\left(\frac{2 S+1}{n+S+1}\right)\binom{n+S}{j}^{-1} \tag{32}
\end{equation*}
$$

For $S=n$, using Eq. (27), noting that $j$ and $k$ must be equal,

$$
\begin{equation*}
C_{j}(n, M, n)=\frac{(n+M)!(n-M)!}{(2 n)!} . \tag{33}
\end{equation*}
$$

We have obtained one new result. For $j=n-M$, using Eq. (28), noting that $k$ has only the value $S-M$,

$$
\begin{align*}
C_{n-M}(S, M, n)=(-1)^{n-S} & \left(\frac{2 S+1}{n+S+1}\right) \\
& \times\binom{ n-M}{S-M}\binom{n+S}{S+M}^{-1} \tag{34}
\end{align*}
$$

## IV. RECURRENCE FORMULAS

Since the $C_{j}(S, M, n)$ are proportional to generalized hypergeometric series, we may use the results available for these series to obtain recurrence formulas

[^228]among contiguous $C_{j}(S, M, n)$. Alternatively, we have found that the recurrence relations can be derived from a further analysis of the properties of the eigenfunctions $\theta_{S M k}$ which appear in the definition of $\mathcal{O}_{S M}$.

Taking first the approach based on hypergeometric functions, we start from the relations connecting contiguous functions. The functions contiguous to

$$
{ }_{p} F_{q}\left[\begin{array}{c}
\alpha_{1}, \alpha_{2}, \cdots, \alpha_{p} ; z \\
\beta_{1}, \beta_{2}, \cdots, \beta_{q}
\end{array}\right]
$$

are those which are obtainable by increasing or decreasing a single $\alpha_{i}$ or $\beta_{j}$ by unity. We denote these contiguous functions by $F\left(\alpha_{i}+\right), F\left(\alpha_{i}-\right), F\left(\beta_{j}+\right)$, $F\left(\beta_{j}-\right)$. Among a given ${ }_{3} F_{2}$ and its ten contiguous functions there are eight linearly independent linear recurrence relations. However, relations in which $\beta_{2}$ changes are not of use here because they involve hypergeometric functions which cannot be identified with any $C_{j}(S, M, n)$.

Rainville ${ }^{19}$ has derived the recurrence relations needed for use here. Although his derivation is restricted to positive integral $\beta_{j}$, the results are also valid for the zero or negative $\beta_{j}$ values needed here. The six contiguous relations not involving $\beta_{2} \pm$ are, for ${ }_{3} F_{2}\left[\begin{array}{c}\alpha_{1}, \alpha_{2}, \alpha_{1}, \boldsymbol{\beta}_{3}, 1,1\end{array}\right]$ :

$$
\begin{align*}
\left(\alpha_{1}-\alpha_{2}\right) F & =\alpha_{1} F\left(\alpha_{1}+\right)-\alpha_{2} F\left(\alpha_{2}+\right),  \tag{35}\\
\left(\alpha_{1}-\alpha_{3}\right) F & =\alpha_{1} F\left(\alpha_{1}+\right)-\alpha_{3} F\left(\alpha_{3}+\right),  \tag{36}\\
\left(\alpha_{1}-\beta_{1}+1\right) F & =\alpha_{1} F\left(\alpha_{1}+\right)-\left(\beta_{1}-1\right) F\left(\beta_{1}-\right), \tag{37}
\end{align*}
$$

$$
\begin{align*}
& \rho F=\beta_{1}\left(\alpha_{1}-\beta_{2}\right) F\left(\alpha_{1}-\right) \\
&-\left(\alpha_{2}-\beta_{1}\right)\left(\alpha_{3}-\beta_{1}\right) F\left(\beta_{1}+\right) \tag{38}
\end{align*}
$$

$\rho F=\beta_{1}\left(\alpha_{2}-\beta_{2}\right) F\left(\alpha_{2}-\right)$

$$
\begin{equation*}
-\left(\alpha_{1}-\beta_{1}\right)\left(\alpha_{3}-\beta_{1}\right) F\left(\beta_{1}+\right) \tag{39}
\end{equation*}
$$

$\rho F=\beta_{1}\left(\alpha_{3}-\beta_{2}\right) F\left(\alpha_{3}-\right)$

$$
\begin{equation*}
-\left(\alpha_{1}-\beta_{1}\right)\left(\alpha_{2}-\beta_{1}\right) F\left(\beta_{2}+\right) \tag{40}
\end{equation*}
$$

where

$$
\rho=\beta_{1}\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-\beta_{1}-\beta_{2}\right) .
$$

From Eqs. (21) and (35)-(40) we obtain the following six recurrence relations among the $C_{j}(S, M, n)$ :

$$
\begin{align*}
(S-M+j+1) & C_{j}(S, M, n) \\
& +(n+S+2) C_{j+1}(S, M, n+1) \\
= & (S-M)[(2 S+1) / 2 S] \\
& \times C_{j}\left(S-\frac{1}{2}, M+\frac{1}{2}, n+\frac{1}{2}\right), \tag{41}
\end{align*}
$$

[^229]\[

$$
\begin{align*}
& (S+M+j+1) C_{j}(S, M, n) \\
& +(n+S+2) C_{j+1}(S, M, n+1) \\
& =(S+M)[(2 S+1) / 2 S] \\
& \times C_{j}\left(S-\frac{1}{2}, M-\frac{1}{2}, n+\frac{1}{2}\right),  \tag{42}\\
& C_{j}(S, M, n)+C_{j+1}(S, M, n+1) \\
& =C_{j}(S, M, n+1),  \tag{43}\\
& (n-S)(n+S+1) C_{j}(S, M, n) \\
& +j^{2} C_{j-1}(S, M, n-1) \\
& =(n+M-j)(n-M-j) C_{j}(S, M, n-1) \text {, }  \tag{44}\\
& (n-S) C_{i}(S, M, n)+(S-M+1) \\
& \times[(2 S+1) / 2 S+2] C_{j}\left(S+\frac{1}{2}, M-\frac{1}{2}, n-\frac{1}{2}\right) \\
& =(n-M-j) C_{j}(S, M, n-1) \text {, }  \tag{45}\\
& (n-S) C_{j}(S, M, n)+(S+M+1) \\
& \times[(2 S+1) / 2 S+2] C_{j}\left(S+\frac{1}{2}, M+\frac{1}{2}, n-\frac{1}{2}\right) \\
& =(n+M-j) C_{j}(S, M, n-1) . \tag{46}
\end{align*}
$$
\]

We note that Eq. (43) was previously given by Harriman. ${ }^{15}$

The alternative procedure for obtaining these recurrence relations involves an interesting synthesis of projection-operator and vector-coupling techniques. Rather than derive all six formulas, we illustrate with a typical example. Our starting point is the combination of Eqs. (2) and (12) to obtain

$$
\begin{align*}
& C_{j}(S, M, n) \\
& \quad=\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| \mathcal{O}_{S M} P_{j}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
& \left.\quad=\sum_{k}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \mid \theta_{S M k}\right\rangle \theta_{S M k}\left|P_{j}\right|\left[\alpha^{n_{x}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \tag{47}
\end{align*}
$$

where $P_{j}$ is any permutation which interchanges $j \alpha, \beta$-pairs in $\left[\alpha^{n}{ }^{n}\right]\left[\beta^{n \beta}\right]$. For the relation to be derived now, we choose $P_{j}$ such that it leaves the first function unaltered.

The $\theta_{S M k}$ are now related to the eigenfunctions for smaller numbers of spins using the genealogical construction scheme. Writing $\theta_{S M k}^{N}$ to indicate explicitly that the functions refer to an $N$-spin system, the total set of $\theta_{S M k}^{N}$ consist of all those obtainable by either of the formulas

$$
\begin{align*}
\theta_{S M k}^{N}= & -\left(\frac{S-M+1}{2 S+2}\right)^{\frac{1}{2}} \alpha \theta_{S+\frac{1}{2}, M-\frac{1}{2}, k}^{N-1} \\
& +\left(\frac{S+M+1}{2 S+2}\right)^{\frac{1}{2}} \beta \theta_{S+\frac{1}{2}, M+\frac{1}{2}, k}^{N-1}  \tag{48}\\
\theta_{S M k}^{N}= & \left(\frac{S+M}{2 S}\right)^{\frac{1}{2}} \alpha \theta_{S-\frac{1}{2}, M-\frac{1}{2}, k}^{N-1} \\
& +\left(\frac{S-M}{2 S}\right)^{\frac{1}{2}} \beta \theta_{S-\frac{1}{2}, M+\frac{1}{2}, k}^{N-1} \tag{49}
\end{align*}
$$

The $\alpha$ and $\beta$ functions refer to spin 1 ; the ( $N-1$ )spin functions describe spins 2 through $N$. The $k$ values in Eq. (48) range over the ( $N-1$ )-spin eigenfunctions for $S+\frac{1}{2}$ while those in Eq. (49) refer to the ( $N-1$ )-spin eigenfunctions for $S-\frac{1}{2}$. If $S=0$, Eq. (49) does not apply. The summation in Eq. (47) is to be construed as including both these sets of $\theta_{S M k}^{N}$.
Inserting Eq. (48) and (49) into Eq. (47), and dropping all terms which vanish due to orthogonality in spin 1, we have

$$
\begin{align*}
& C_{j}(S, M, n) \\
&=\left(\frac{S-M+1}{2 S+2}\right) \sum_{k}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \left\lvert\, \alpha \theta_{S+\frac{1}{2}, M-\frac{1}{2}, k}^{N-\frac{1}{2}}\right.\right\rangle \\
& \times\left\langle\alpha \theta_{S+\frac{1}{2}, M-\frac{1}{2}, k}^{N-1}\right| P_{j}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
&+\left(\frac{S+M}{2 S}\right) \sum_{k}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right] \left\lvert\, \alpha \theta_{S-\frac{1}{2}, M-\frac{1}{2}, k}^{N-1}\right.\right\rangle \\
& \times\left\langle\alpha \theta_{S-\frac{1}{2}, M-\frac{1}{2}, k}^{N-1}\right| P_{j}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \tag{50}
\end{align*}
$$

Integrating spin 1, we see that the remainder of each term on the right side of Eq. (50) is exactly of the form given in Eq. (47) for an ( $N-1$ )-spin system; in particular,

$$
\begin{align*}
& C_{j}(S, M, n) \\
&=\left(\frac{S-M+1}{2 S+2}\right) C_{j}\left(S+\frac{1}{2}, M-\frac{1}{2}, n-\frac{1}{2}\right) \\
&+\left(\frac{S+M}{2 S}\right) C_{j}\left(S-\frac{1}{2}, M-\frac{1}{2}, n-\frac{1}{2}\right) . \tag{51}
\end{align*}
$$

By replacing $M$ by $-M$, and noting that

$$
C_{j}(S, M, n)=C_{j}(S,-M, n),
$$

we also have

$$
\begin{align*}
& C_{j}(S, M, n) \\
&=\left(\frac{S+M+1}{2 S+2}\right) C_{j}\left(S+\frac{1}{2}, M+\frac{1}{2}, n-\frac{1}{2}\right) \\
&+\left(\frac{S-M}{2 S}\right) C_{j}\left(S-\frac{1}{2}, M+\frac{1}{2}, n-\frac{1}{2}\right) . \tag{52}
\end{align*}
$$

Equations (51) and (52) are linearly dependent upon Eqs. (41)-(46). Similar techniques yield the remainder of the recurrence formulas.

Equations (51) and (52) are also illustrative of a fact which has proven useful in manipulations involving spin-dependent operators, namely that many of the relationships are entirely independent of $j$. This fact also facilitates the construction of $j$ independent recursive schemes for generating the $C_{f}(S, M, n)$.

Now that the recurrence relations are in hand, we can verify that the $C_{j}(S, M, n)$ satisfy the pure recurrence relation along $j$ which we cited as Eq. (15). Writing Eq. (43) for $j$ and $n-1$ :

$$
\begin{equation*}
C_{j}(S, M, n-1)+C_{j+1}(S, M, n)=C_{j}(S, M, n) \tag{53}
\end{equation*}
$$

and, for $j-1$ and $n-1$,

$$
\begin{equation*}
C_{j-1}(S, M, n-1)+C_{j}(S, M, n)=C_{j-1}(S, M, n), \tag{54}
\end{equation*}
$$

we reach Eq. (15) by eliminating $C_{j-1}(S, M, n-1)$ and $C_{i}(S, M, n-1)$ from Eq. (44).

## V. GENERATION OF THE $C_{j}(S, M, n)$

We have found that the most efficient way to generate the $C_{j}(S, M, n)$ is to start from

$$
\begin{equation*}
C_{j}(S, M, S)=(S+M)!(S-M)!/(2 S)!. \tag{55}
\end{equation*}
$$

Note that these coefficients are independent of $j$. We then make $C_{0}(S, M, n)$ for $n=S+1, S+2, \cdots$, up to the maximum $n$ value needed. From Eq. (31) we easily obtain
$C_{0}(S, M, n)$

$$
\begin{equation*}
=\left(\frac{n^{2}-M^{2}}{n(n+1)-S(S+1)}\right) C_{0}(S, M, n-1) \tag{56}
\end{equation*}
$$

All remaining $C_{j}(S, M, n)$ are then built up by systematic use of Eq. (43). We make $C_{1}(S, M, n)$ for all $n$ values starting from $n=S+1$, using the $C_{0}(S, M, n)$ values already available and the value of $C_{1}(S, M, S)$ from Eq. (55). Then from Eq. (55) and the $C_{1}(S, M, n)$ we make $C_{2}(S, M, n)$, etc.
Tables of the $C_{j}(S, M, n)$ for $n$ values through 10 have been prepared by Manne. ${ }^{20}$

## VI. PHYSICAL APPLICATIONS

The most frequent applications of the spin projectors discussed here have been to energy calculations. The usual situation is that a wavefunction $\Psi$ is generated from an $N$-electron spatial function $\Xi(\mathbf{r})$ and a spin function $\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n}\right]$ by antisymmetrization and spin projection:

$$
\begin{equation*}
\Psi=\mathcal{O}_{S M} \mathcal{A} E(\mathbf{r})\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n^{\beta}}\right] . \tag{57}
\end{equation*}
$$

Here $\mathcal{A}$ is the antisymmetrizer, defined as

$$
(N!)^{-1} \sum_{P} \epsilon_{P} P,
$$

where the sum is over all permutations $P$ and $\epsilon_{P}$ is the parity of $P$.

[^230]We next form the matrix elements of an operator $B$, simplifying our results by recognizing that $\mathcal{O}_{S M}$ and $\mathcal{A}$ commute and are idempotent, and that $\mathcal{A}$ commutes with $B$.

$$
\begin{align*}
& \langle\Psi| B|\Psi\rangle \\
& =\left\langle\mathcal{O}_{S M} \mathcal{A} \Xi(\mathbf{r})\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| B\left|\mathcal{O}_{S M} \mathcal{A} \Xi(\mathbf{r})\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
& =\left\langle\Xi(\mathbf{r})\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| \mathcal{O}_{S M} B . A \mathcal{O}_{S M}\left|\Xi(\mathbf{r})\left[\alpha^{n^{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle . \tag{58}
\end{align*}
$$

If $B$ is spin free, $\mathcal{O}_{S M}$ and $B$ commute, and one of the $\mathcal{O}_{S M}$ factors can be dropped from Eq. (58). If we then introduce the definition of $\mathcal{A}$ and separate the space and spin integrations, we reach, with the aid of Eq. (12),

$$
\begin{equation*}
\langle\Psi| B|\Psi\rangle=(N!)^{-1} \sum_{P} \epsilon_{P} C_{j(P)}(S, M, n)\langle\Xi| B P|\Xi\rangle \tag{59}
\end{equation*}
$$

Equation (59) shows that the $C_{j}(S, M, n)$ entirely characterize the effect of spin upon the matrix element of a spin-free operator $B$.

Spin-dependent operators can be handled by methods similar to those just described. However, $B$ no longer necessarily commutes with $\mathcal{O}_{S M}$ and it by hypothesis has spin dependence. The procedure to be followed depends upon the nature of the spin dependence of $B$. If we assume $B$ to be a one-electron operator of the form

$$
\begin{equation*}
B=\sum_{i=1}^{N} b_{r}\left(\mathbf{r}_{i}\right) b_{\sigma}\left(\boldsymbol{\sigma}_{i}\right), \tag{60}
\end{equation*}
$$

where $\mathbf{r}_{\boldsymbol{i}}$ and $\sigma_{i}$ refer to the spatial and spin coordinates of the $i$ th electron, the equation corresponding to Eq. (59) is

$$
\begin{align*}
\langle\Psi| B|\Psi\rangle= & (N!)^{-1} \sum_{i} \sum_{P} \epsilon_{P}\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right| \\
& \times \mathcal{O}_{S M} b_{\sigma}\left(\sigma_{i}\right) P \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n_{\beta}}\right]\right\rangle \\
& \times\langle\Xi| b_{r}\left(\mathbf{r}_{i}\right) P|\Xi\rangle . \tag{61}
\end{align*}
$$

Because $\mathcal{O}_{S M}$ and $b_{\sigma}$ do not commute, no further direct simplification is possible. We see that the effect of the spin is thus carried in the factor

$$
\left\langle\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n \beta}\right]\right| \mathcal{O}_{S M} b_{\sigma}\left(\sigma_{i}\right) P \mathcal{O}_{S M}\left|\left[\alpha^{n_{\alpha}}\right]\left[\beta^{n \rho}\right]\right\rangle .
$$

This factor can be reduced to an expression involving several $C_{j}(S, M, n)$ differing in their values of $j, S$, $M$, and $n$. The recurrence relations of Sec. IV can be used to simplify the results. For further details the original literature can be consulted. ${ }^{4,21,22}$
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#### Abstract

New properties and relations to Clebsch-Gordan coefficients have been found and proved for a certain subset of isospin crossing matrix elements. These properties, coupled with the well-known fact that the crossing matrix is simply related to a real orthogonal matrix, provide a quick method to calculate crossing matrices of rank $\leq 4$. Procedures of construction and tables are given for all crossing matrices involving $I \leq \frac{3}{2}$. For the sake of completeness as well as clarification of the confusing point about phases, we include a systematic discussion of crossing relations and a general expression for crossing matrices applicable to arbitrary phase conventions. For the crossing matrix in which both direct and crossed reactions are elastic, some interesting inequalities among elements in the first and last columns are noticed and their physical implication is briefly discussed.


## I. INTRODUCTION

The relation between the isospin crossing matrix (denoted by C.M. hereafter) for a four-line connected part and the $6 j$ symbol $^{1}$ has been known ${ }^{2}$ for some time. General discussions of the crossing relations and formulas for the C.M., with convention-dependent phase factors, have been given by several authors. ${ }^{-5}$ Although the expression of the C.M. in terms of $6 j$ symbol can be easily derived, the over-all phases, which are very important in practical calculations in order to be consistent within a given convention, often cause confusion. To settle this question of crossing phases once and for all, we give a detailed discussion of the crossing relation ${ }^{6}$ in the Appendix A. From this result we derived a general formula for the C.M., with its over-all phase written in a compact and physically transparent way, which can suitably accommodate all the different conventions.
Our main interest, however, is to investigate whether we can calculate the low-rank C.M. by just making use of their general properties. One method of this kind, which has been used for $\pi N$ and for ${ }^{8} \pi \pi$ scattering is to obtain the C.M. by explicitly constructing projection operators of definite isospin in both direct and

[^232]crossed reactions and then searching for their relations. Unfortunately, the approach along this line is quite complicated except for a few simple elastic cases. In the following, we want to present an algebraic method for calculating the C.M. We have found certain simple phase properties of the outermost layer of C.M. elements and their relations with Clebsch-Gordan coefficients. In addition we have proved some useful sum rules for the trace and for the column and row elements in elastic C.M.'s. These properties, coupled with the well-known fact that the C.M. is simply related to a real orthogonal matrix, provide us enough constraints to calculate all C.M.'s of rank equal to or lower than four. So far the largest isospin for established particles, with $B=0,1$, is $\frac{3}{2}$; hence, our method covers all C.M.'s involving known baryons and mesons.
As a by-product of our investigation, we have noticed that there exist interesting inequalities for the matrix elements of an arbitrary elastic C.M. The physical implication of this fact is discussed in Sec. VI.
In Sec. II, we discuss the phase convention used in this note and derive a general expression of the C.M. which covers all different conventions. The general properties of the C.M., together with simple sum rules among matrix elements, are given in Sec. III. In Sec. IV, we give procedures for constructing the C.M. and also tabulate all C.M.'s involving $I \leq \frac{3}{2}$. Formulas for all elastic C.M.'s up to rank four are also given; these might be of use for spin crossing matrices in a static model. ${ }^{7}$ Finally, in Sec. V, we give the proof of those properties stated in Sec. III.

## II. PHASE CONVENTION

For a general reaction involving two-particle channels, if we let $a+b \rightarrow c+d$ be the $s$ reaction, as usual, we call $a+\bar{c} \rightarrow \bar{b}+d$ and $a+d \rightarrow c+\bar{b}$ the $t$ and $u$ reactions, respectively. The letters $a, b, c$, and
$d$ stand not only for particle type but also for the isospin value of each particle; the same letters with and without bar are antiparticle conjugate to each other. Throughout this note, the Condon-Shortley convention ${ }^{1}$ is used. We use $a_{\alpha}$ to denote a charge state of multiplet $a$ with $I_{z}$ component $\alpha$, and $\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle$ to denote the amplitude for a typical reaction $a_{\alpha}+b_{\beta} \rightarrow c_{\gamma}+d_{\delta}$. The phases of all amplitudes or, equivalently, the phases of all particles, are adjusted in such a way that isospin invariance is expressed by

$$
\begin{array}{r}
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\sum_{\alpha^{\prime}, ~}^{\sum_{\delta^{\prime}}} D_{\alpha^{\prime} \alpha}(u) D_{\beta^{\prime} \beta}(u) D_{\gamma^{\prime} \gamma}^{*}(u) D_{\delta^{\prime} \delta}^{*}(u) \\
\times\left\langle c_{\gamma^{\prime}} d_{\delta^{\prime}}\right| A\left|a_{\alpha^{\prime}} b_{\beta^{\prime}}\right\rangle, \tag{1}
\end{array}
$$

where $u$ is any group element of $S U(2, C)^{9}$ and $D(u)$ is the usual irreducible representation of $u$ with dimension $(2 I+1)$ for each particle; star means complex conjugation.

As is shown in the Appendix A, the crossing relation compatible with (1) takes the general form

$$
\begin{equation*}
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\eta(b, \beta) \eta^{*}(d, \delta)\left\langle c_{\gamma} \bar{b}_{-\beta}\right| A\left|a_{\alpha} d_{-\delta}\right\rangle, \tag{2}
\end{equation*}
$$

where the $\eta$ 's are phase factors which can be written as $\eta(j, m)=\eta_{j}(-1)^{m}$ with $\eta_{j}$ arbitrary and independent of $m$. Thus, we can take all crossing phases of the type $\eta(j, m)$ to be real for convenience, and rewrite (2) as

$$
\begin{equation*}
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\eta(b, \beta) \eta(d, \delta)\left\langle c_{\gamma} \tilde{b}_{-\beta}\right| A\left|a_{\alpha} d_{-\delta}\right\rangle \tag{3}
\end{equation*}
$$

In real phase convention, which we use hereafter, there is two-fold freedom in selecting $\eta_{a}$ for a given isomultiplet $a$, i.e.,

$$
\begin{array}{ll}
\eta_{a}=-\eta_{\bar{a}}= \pm i, & \text { if } 2 a \text { is odd } \\
\eta_{a}=\eta_{a}= \pm 1, & \text { if } 2 a \text { is even }
\end{array}
$$

We are now in a position to define the C.M. unambiguously: Let $A_{s}, A_{t}$, and $A_{u}$ denote the amplitudes of definite isospin in $s, t$, and $u$ channels respectively; they are defined through ${ }^{10}$

$$
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\sum_{s}\langle a, \alpha ; b, \beta \mid s\rangle\langle c, \gamma ; d, \delta \mid s\rangle A_{s},
$$

$$
\begin{equation*}
\left\langle\bar{b}_{-\beta} d_{\delta}\right| A\left|a_{\alpha} \bar{c}_{-\gamma}\right\rangle \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
=\sum_{t}\langle a, \alpha ; c,-\gamma \mid t\rangle\langle b,-\beta ; d, \delta \mid t\rangle A_{t}, \tag{5}
\end{equation*}
$$

$\left\langle c_{\gamma} \bar{b}_{-\beta}\right| A\left|a_{z} d_{-\delta}\right\rangle$

$$
\begin{equation*}
=\sum_{u}\langle a, \alpha ; d,-\delta \mid u\rangle\langle c, \gamma ; b,-\beta \mid u\rangle A_{u} . \tag{6}
\end{equation*}
$$

[^233]The C.M.'s $C_{s t}$ and $C_{s u}$ are such that

$$
\begin{align*}
& A_{s}=\sum_{t} C_{s t} A_{t}  \tag{7}\\
& A_{s}=\sum_{u} C_{s u} A_{u} \tag{8}
\end{align*}
$$

Notice that the phases of the $A$ 's depend on the particle order of writing the Clebsch-Gordan coefficients, since ${ }^{1}$

$$
\left\langle j_{1}, m_{1} ; j_{2}, m_{2} \mid j\right\rangle=(-1)^{j_{1}+j_{2}-j}\left\langle j_{2}, m_{2} ; j_{1}, m_{1} \mid j\right\rangle .
$$

In our convention, Eqs. (4)-(6), we simply let the particle written in the "first" ("second") position in each channel also be the one located at the first (second) position in each $\mathrm{C}-\mathrm{G}$ coefficient. Thus defined, it can be easily shown that

$$
\begin{align*}
C_{s t}(a+b & \rightarrow c+d) \\
& =(-1)^{2 d+b+c-s-u} C_{s u}(a+b \rightarrow d+c) \tag{9}
\end{align*}
$$

where the reaction in the bracket specifies the $s$ reaction for each C.M. Because of (9) we confine our attention to $C_{s u}$ from now on.

With the crossing relation (3) and the definition of the $6 j$ symbol, together with (4) and (6), we finally get

$$
C_{s u}=\eta_{b} \eta_{d}(-1)^{b+d+2 s}(2 u+1)\left\{\begin{array}{lll}
a & b & s  \tag{10}\\
c & d & u
\end{array}\right\}
$$

The phase factor in (10) exhibits a symmetrical dependence on the two crossed particles, and in the general phase convention $\eta_{d}(-1)^{d}$ is simply replaced by $\left[\eta_{d}(-1)^{d}\right]^{*}$. A very important fact which follows from our analysis is that there are only two cases in which the phase of $(10)$ is independent of convention: one case is when $b$ and $d$ belong to the same particle multiplet, then $\eta_{b}(-1)^{b}\left[\eta_{d}(-1)^{d}\right]^{*}=1$; the other case is when $b$ and $d$ belong to two multiplets which are particle-antiparticle conjugate to each other, by (A9) we have

$$
\eta_{b}(-1)^{b}\left[\eta_{d}(-1)^{d}\right]^{*}=\eta_{b} \eta_{b}^{*}=(-1)^{2 b}
$$

A special case of particular interest is the C.M. for elastic scattering, where the $\eta$ factors drop out and we simply have ${ }^{11}$

$$
\begin{align*}
C_{s u}(a+b \rightarrow a & +b) \\
& =(-1)^{2 a+2 b}(2 u+1)\left\{\begin{array}{lll}
a & b & s \\
a & b & u
\end{array}\right\}
\end{align*}
$$

It is worthwhile to mention that the phase in $\left(10^{\prime}\right)$ is such as to make each row sum to unity, ${ }^{12}$ or equivalently, the last column elements being all positive. (The proof is given in Sec. V.)

[^234]As one last remark about the general formula (10), If $a+b \geq c+d$, we noted that the ratios ${ }^{13}$

$$
C_{s u}(a+b \rightarrow c+d) / C_{s u}\left(a^{\prime}+b \rightarrow c^{\prime}+d\right)=(-1)^{2 d}
$$

and

$$
C_{s u}(a+b \rightarrow c+d) / C_{s u}\left(a^{\prime}+\bar{b} \rightarrow c^{\prime}+d\right)=(-1)^{2 b}
$$

(with $I_{a}=I_{a^{\prime}}$ and $I_{c}=I_{c^{\prime}}$ ) are independent of any particle-phase convention. This can be seen from the group-theoretic result ${ }^{14}$ (A9). Taking nucleon-antinucleon scattering as an example, we must have
$C_{s u}(N+\bar{N} \rightarrow N+\bar{N}) / C_{s u}(N+\bar{N} \rightarrow \bar{N}+N)=-1$.
In the following sections, it is convenient to consider a matrix $\mathcal{C}_{s u}$ whose phase differs from that of $C_{s u}$ by the rule

$$
\begin{align*}
C_{s u} & =\eta_{b} \eta_{d}(-1)^{d+b+2 s}(-1)^{a+b+c+d} \mathrm{C}_{s u} \\
& =\eta_{b} \eta_{d}(-1)^{a+2 b+3 c+4 d} \mathrm{C}_{s u} . \tag{11}
\end{align*}
$$

The last form is written for mnemonic reasons.

## III. GENERAL PROPERTIES OF THE CROSSING MATRIX

From the last section, $\mathcal{C}$ is given by

$$
\mathrm{C}_{s u}=(-1)^{a+b+c+d}(2 u+1)\left\{\begin{array}{lll}
a & b & s  \tag{12}\\
c & d & u
\end{array}\right\} .
$$

With this relation and the properties of $6 j$ symbols, we then infer the following:
(A)

$$
\begin{equation*}
\mathrm{C}_{s u}=\left(\frac{2 u+1}{2 s+1}\right)^{\frac{1}{2}} o_{s u} \tag{13}
\end{equation*}
$$

where $O$ is a real orthogonal matrix; thus,

$$
\begin{equation*}
\mathrm{C}_{s u}=\left(\frac{2 u+1}{2 s+1}\right) \mathrm{C}_{u s}^{-1} . \tag{14}
\end{equation*}
$$

(B) The last row and last column of $\mathcal{C}$ are all positive whereas the first row and first column are alternating in sign.
(C) The last row can be expressed in terms of Clebsch-Gordan coefficients as follows: If $c+d \geq$ $a+b$,

$$
\begin{equation*}
\mathrm{C}_{a+b, u}=\frac{\langle a, a ; d, c-a-b \mid u\rangle\langle c, c ; b,-b \mid u\rangle}{\langle c, c ; d, a+b-c \mid a+b, a+b\rangle} . \tag{15}
\end{equation*}
$$

[^235]\[

$$
\begin{equation*}
\mathrm{C}_{c+d, u}=\frac{\langle c, c ; b, a-c-d \mid u\rangle\langle a, a ; d,-d \mid u\rangle}{\langle a, a ; b, c+d-a \mid c+d, c+d\rangle} . \tag{16}
\end{equation*}
$$

\]

It is clear (15) and (16) are related by the exchange $a \leftrightarrow c$ and $b \leftrightarrow d$.
(D) Coupling (13) and (C), we can get the last column of $\mathcal{C}$ in terms of last row of $\mathcal{C}^{-1}$ :

$$
\begin{equation*}
\mathcal{C}_{s, u_{U L}}=\left(\frac{2 u_{M}+1}{2 s+1}\right) \mathcal{C}_{u_{\Psi}, s}^{-1}, \tag{17}
\end{equation*}
$$

where $u_{M}$ is the maximum of $u$.
(E) If $I_{b}=I_{d}$, i.e., the two crossed particles have the same isospin, then $\mathrm{C}^{2}=1$ and $\mathbf{O}$ is symmetrical.
(F) For the case $I_{a}=I_{c}$ and $I_{b}=I_{d}$, we have sum rules for the matrix elements

$$
\begin{gather*}
\sum_{u} \mathrm{C}_{s u}=1,  \tag{18}\\
\sum_{s}(2 s+1) \mathrm{C}_{s u}=(2 u+1),  \tag{19}\\
\operatorname{Tr} \mathrm{C}=\sum_{\alpha} \mathrm{C}_{\alpha \alpha}=0,  \tag{20}\\
\text { if } n \text { is even, } \\
\text { 1. if } n \text { is odd. }
\end{gather*}
$$

where $n$ is the rank of C .
(G) Again for the elastic case only, the elements in the last row are simply

$$
\begin{equation*}
\mathrm{e}_{a+b, u}=\langle a, a ; b,-b \mid u, a-b\rangle^{2} \tag{21}
\end{equation*}
$$

while those in the first column are given by (without loss of generality we take $a \geq b$ ):

$$
\begin{equation*}
\mathrm{C}_{s, a-b}=(-1)^{\imath}\langle a, a-l ; b,-b+l \mid a-b, a-b\rangle^{2} \tag{22}
\end{equation*}
$$

where $l \equiv(a+b)-s$, taking values from $0,1, \cdots$, to $2 b$.
(H) Another special case worth mentioning is that when $I_{a}=I_{a}$ and $I_{b}=I_{c}$, then

$$
\begin{equation*}
\mathfrak{C}_{s 0}=(-1)^{a+b+s}[(2 a+1)(2 b+1)]^{-\frac{1}{2}} . \tag{23}
\end{equation*}
$$

The properties stated above are useful for constructing the C.M. Following are properties with interesting dynamical implications.
(I) For $\mathrm{C}_{s u}(a+b \rightarrow a+b)$ and $a \geq b$ :
(i) $\mathfrak{C}_{a-b, a+b}$ is greater than any other element.
(ii) The elements in the last column decrease with increasing $s$.
(iii) The elements in the first column increase their magnitude with increasing $s$, for $a \neq b$, and become all equal in magnitude when $a=b$.
(iv) The elements in the first row increase in magnitude with increasing $u$.
(J) For $\mathrm{C}(a+b \rightarrow a+b)$ with $a / b \gg 1$, the antidiagonal elements are close to unity to the order of $b / a$, while others are all vanishingly small in the order

$$
\mathcal{C}_{s u} \approx O\left((b / a)^{|s+u-2 a|}\right)
$$

and the signs of $\mathrm{C}_{s u}$ are given by

$$
\begin{array}{ll}
\operatorname{sgn} \mathcal{C}_{s u}=(-1)^{s+u-2 a}, & \text { for } s+u<2 a \\
\operatorname{sgn} \mathcal{C}_{s u}=1, & \text { for } s+u \geq 2 a
\end{array}
$$

(K) For $\mathrm{C}_{s u}(a+a \rightarrow b+b)$, the element with largest magnitude in each column is the one with $s=0$.

Properties (A), (E), and (H) are well known, ${ }^{1}$ (K) has been proved by Masuda, ${ }^{15}$ and the remaining ones are proved in Sec. V.

## IV. METHOD OF CONSTRUCTION AND TABLES FOR CROSSING MATRICES

Since by (11) we can obtain the most general crossing matrix for different conventions and particle sets, it is sufficient for us to consider the $\mathcal{C}$ matrix for various set of isospins. From the relation (12) and symmetry properties of the $6 j$ symbol, it is clear that $\mathcal{C}(a+b \rightarrow c+d)$ and $\mathcal{C}(b+a \rightarrow d+c)$ are identical, while $\mathcal{C}(a+b \rightarrow c+d)$ and $\mathcal{C}(a+d \rightarrow c+b)$ are inverse to each other. Hence for a given set of isospin $a, b, c$, and $d$ there are at most two independent C matrices to be considered, namely, $\mathrm{C}(a+b \rightarrow$ $c+d)$ and $\mathrm{C}(a+b \rightarrow d+c)$.

The procedures for constructing $C$ matrices are as follows:

Case of rank one: By (13) we trivially obtain

$$
\mathrm{e}_{s u}=\left(\frac{2 u+1}{2 s+1}\right)^{\frac{1}{2}}
$$

Case of rank two: By (13) and (B) we may put

$$
C_{s u}=\left(\frac{2 u+1}{2 s+1}\right)^{\frac{1}{2}} O_{s u}
$$

with

$$
O=\left|\begin{array}{cc}
-\alpha & \left(1-\alpha^{2}\right)^{\frac{1}{2}} \\
\left(1-\alpha^{2}\right)^{\frac{1}{2}} & \alpha
\end{array}\right|
$$

where $\alpha$ can be determined from any element in the last row by using (C).

Case of rank three or four: Although our method can cover all C.M. up to rank four, we consider only

[^236]those in which either (or both) the $s$ and $u$ reaction is elastic (in the sense of isospin), since others necessarily involve particles with $I>\frac{3}{2}$, in which we are not interested. First consider $\mathrm{C}(a+b \rightarrow a+b)$; the last row and first column are immediately obtained by using (G). [It is amusing to notice that the numbers given by (21) and (22) also appear in a column and row in the table of Clebsch-Gordan coefficients.] With (14) relating symmetrical elements about diagonal for the case $\mathcal{C}=\mathrm{C}^{-1}$, we easily get the first row and last column. The remaining elements are then determined by sum rules in (F).

As for the case $a+b \rightarrow b+a$, we use (C) and (D) to get the last row and column, and $(\mathrm{H})$ to get the first row; then the rest can be determined by orthogonality constraints imposed on $O_{s u}$.

The main scheme of the above procedures is quite clear: first we calculate the outermost layer of elements; then we use the orthogonality constraints together with sum rules to get the remaining elements. Since the number of parameters needed to describe an arbitrary real orthogonal matrix of rank 2,3 , and 4 is 1,3 , and 6 , respectively, we see that the available information is more than necessary to obtain a unique result.

In fact it is interesting to note that for $\mathrm{C}\left(a+\frac{1}{2} \rightarrow\right.$ $a+\frac{1}{2}$ ), the sum rules from ( F ) are alone sufficient to fix all elements. By (18) and (20), $\mathcal{C}$ can be parameterized as

$$
C=\left|\begin{array}{cc}
-\alpha & 1+\alpha \\
1-\alpha & \alpha
\end{array}\right|
$$

Now using (19) we have

$$
\begin{gathered}
2 a(-\alpha)+(2 a+2)(1-\alpha)=2 a \\
\alpha=(2 a+1)^{-1}
\end{gathered}
$$

so

The following tables for C.M.'s are listed in the order of increasing rank. The reaction written in each case is the $s$ reaction for $\mathcal{C}$ and the $u$ reaction for $\mathcal{C}^{-1}$ :
$\frac{1}{2}+\frac{1}{2} \rightarrow \frac{1}{2}+\frac{1}{2}$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rr}
-\frac{1}{2} & \frac{3}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{array}\right|
$$

$1+\frac{1}{2} \rightarrow 1+\frac{1}{2}$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rr}
-\frac{1}{3} & \frac{4}{3} \\
\frac{2}{3} & \frac{1}{3}
\end{array}\right|
$$

$\frac{3}{2}+\frac{1}{2} \rightarrow \frac{3}{2}+\frac{1}{2}$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rr}
-\frac{1}{4} & \frac{5}{4} \\
\frac{3}{4} & \frac{1}{4}
\end{array}\right|
$$

$$
a+\frac{1}{2} \rightarrow a+\frac{1}{2} .
$$

$$
1+\frac{1}{2} \rightarrow \frac{1}{2}+1
$$

$$
\mathrm{C}=\left|\begin{array}{cc}
-\frac{1}{\sqrt{6}} & 1 \\
\frac{1}{\sqrt{6}} & \frac{1}{2}
\end{array}\right|, \quad \mathrm{C}^{-1}=\left|\begin{array}{cc}
-\frac{\sqrt{6}}{3} & \frac{2 \sqrt{6}}{3} \\
\frac{2}{3} & \frac{2}{3}
\end{array}\right|
$$

$\frac{3}{2}+\frac{1}{2} \rightarrow \frac{1}{2}+\frac{3}{2}$

$$
\mathfrak{C}=\left|\begin{array}{cc}
-\frac{\sqrt{2}}{4} & \frac{\sqrt{10}}{4} \\
\frac{\sqrt{2}}{4} & \frac{3}{2 \sqrt{10}}
\end{array}\right|, \quad \mathrm{C}^{-1}=\left|\begin{array}{cc}
-\frac{3 \sqrt{2}}{4} & \frac{5 \sqrt{2}}{4} \\
\frac{\sqrt{10}}{4} & \frac{\sqrt{10}}{4}
\end{array}\right|
$$

$$
a+\frac{1}{2} \rightarrow \frac{1}{2}+a
$$

$$
\mathcal{C}=\frac{1}{[2(2 a+1)]^{\frac{1}{2}}}\left|\begin{array}{cc}
-1 & {\left[\frac{3(a+1)}{a}\right]^{\frac{1}{2}}} \\
1 & {\left[\frac{3 a}{(a+1)}\right]^{\frac{1}{2}}}
\end{array}\right|
$$

$$
\mathrm{C}^{-1}=\frac{1}{[2(2 a+1)]^{\frac{1}{2}}}\left|2\left[\frac{a(a+1)}{3}\right]^{\frac{1}{2}} \quad 2\left[\frac{a(a+1)}{3}\right]^{\frac{1}{2}}\right|
$$

$$
\frac{1}{2}+1 \rightarrow 1+\frac{3}{2}
$$

$$
\mathcal{C}=\left|\begin{array}{cc}
-\frac{1}{2} & \frac{5(3)^{\frac{1}{2}}}{6} \\
\frac{(5)^{\frac{1}{2}}}{2(2)^{\frac{1}{2}}} & \frac{(5)^{\frac{1}{2}}}{2(6)^{\frac{1}{2}}}
\end{array}\right|, \quad \mathrm{C}^{-1}=\left|\begin{array}{cc}
-\frac{1}{3} & \frac{(10)^{\frac{1}{2}}}{3} \\
\left(\frac{1}{3}\right)^{\frac{1}{2}} & \left(\frac{2}{15}\right)^{\frac{1}{2}}
\end{array}\right| ;
$$

$\frac{1}{2}+1 \rightarrow \frac{3}{2}+1$

$$
\begin{gathered}
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{cc}
-\frac{2}{3} & \frac{1}{3}(10)^{\frac{1}{2}} \\
\frac{1}{6}(10)^{\frac{1}{2}} & \frac{2}{3}
\end{array}\right| ; \\
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{cc}
-\frac{1}{2} & \frac{1}{2}(5)^{\frac{1}{2}} \\
3(20)^{-\frac{1}{2}} & \frac{1}{2}
\end{array}\right| ;
\end{gathered}
$$

$1+1 \rightarrow 1+1$

$$
\frac{3}{2}+1 \rightarrow \frac{3}{2}+1
$$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rrr}
\frac{1}{3} & -1 & \frac{5}{3} \\
-\frac{1}{3} & \frac{1}{2} & \frac{5}{6} \\
\frac{1}{3} & \frac{1}{2} & \frac{1}{6}
\end{array}\right| ;
$$

$$
a+1 \rightarrow a+1
$$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rrr}
\frac{1}{6} & -\frac{2}{3} & \frac{3}{2} \\
-\frac{1}{3} & \frac{11}{15} & \frac{3}{5} \\
\frac{1}{2} & \frac{2}{5} & \frac{1}{10}
\end{array}\right| ;
$$

$$
\mathrm{C}=\mathrm{C}^{-1}
$$

$$
=\left|\begin{array}{ccc}
\frac{1}{a(2 a+1)} & -\frac{1}{a} & \frac{2 a+3}{2 a+1} \\
-\frac{(2 a-1)}{a(2 a+1)} & \frac{a^{2}+a-1}{a(a+1)} & \frac{2 a+3}{(a+1)(2 a+1)} \\
\frac{2 a-1}{2 a+1} & \frac{1}{a+1} & \frac{1}{(a+1)(2 a+1)}
\end{array}\right|
$$

$$
\frac{3}{2}+1 \rightarrow 1+\frac{3}{2}
$$

$$
\mathcal{C}=\left|\begin{array}{ccc}
\frac{1}{6}(3)^{\frac{1}{2}} & -\frac{1}{4}(10)^{\frac{1}{2}} & \frac{5}{2}(6)^{-\frac{1}{2}} \\
-\frac{1}{6}(3)^{\frac{1}{2}} & (10)^{-\frac{1}{2}} & \frac{1}{3}(6)^{\frac{1}{2}} \\
\frac{1}{8}(3)^{\frac{1}{2}} & \frac{3}{2}(10)^{-\frac{1}{2}} & \frac{1}{12}(6)^{\frac{1}{2}}
\end{array}\right|,
$$

$$
\mathbb{C}=\left|\begin{array}{ccc}
3^{-\frac{1}{2}} & -2(3)^{-\frac{1}{2}} & 3^{\frac{1}{2}} \\
-\frac{1}{8}(10)^{\frac{1}{2}} & \frac{2}{15}(10)^{\frac{1}{2}} & 3(10)^{-\frac{1}{2}} \\
6^{-\frac{1}{2}} & \frac{4}{15}(6)^{\frac{1}{2}} & \frac{1}{10}(6)^{\frac{1}{2}}
\end{array}\right|
$$

$a+1 \rightarrow 1+a$

$$
\begin{gathered}
\mathrm{C}=\frac{1}{[3(2 a+1)]^{\frac{1}{2}}}\left|\begin{array}{ccc}
1 & -3\left[\frac{(a+1)}{2 a}\right]^{\frac{1}{2}} & {\left[\frac{5(a+1)(2 a+3)}{2 a(2 a-1)}\right]^{\frac{1}{2}}} \\
-1 & \frac{3}{[2 a(a+1)]^{\frac{1}{2}}} & {\left[\frac{5(2 a-1)(2 a+3)}{2 a(a+1)}\right]^{\frac{1}{2}}} \\
1 & 3\left[\frac{a}{2(a+1)}\right]^{\frac{1}{2}} & {\left[\frac{5 a(2 a-1)}{2(a+1)(2 a+3)}\right]^{\frac{1}{2}}}
\end{array}\right|, \\
\mathrm{e}^{-1}=\frac{1}{[3(2 a+1)]^{\frac{1}{2}}}\left|\begin{array}{ccc}
(2 a-1) & -(2 a+1) & (2 a+3) \\
-(2 a-1)\left[\frac{(a+1)}{2 a}\right]^{\frac{1}{2}} & \frac{(2 a+1)}{[2 a(a+1)]^{\frac{1}{2}}} & (2 a+3)\left[\frac{a}{2(a+1)}\right]^{\frac{1}{2}} \\
{\left[\frac{(2 a-1)(a+1)(2 a+3)}{10 a}\right]^{\frac{1}{2}}} & (2 a+1)\left[\frac{(2 a-1)(2 a+3)}{10 a(a+1)}\right]^{\frac{1}{2}} & {\left[\frac{(2 a-1) a(2 a+3)}{10(a+1)}\right]^{\frac{1}{2}}}
\end{array}\right| ;
\end{gathered}
$$

$\frac{3}{2}+\frac{3}{2} \rightarrow \frac{3}{2}+\frac{3}{2}$

$$
a+\frac{3}{2} \rightarrow a+\frac{3}{2}
$$

$$
\mathcal{C}=\mathcal{C}^{-1}=\left|\begin{array}{rrrr}
-\frac{1}{4} & \frac{3}{4} & -\frac{5}{4} & \frac{7}{4} \\
\frac{1}{4} & -\frac{13}{20} & \frac{1}{20} & \frac{21}{20} \\
-\frac{1}{4} & \frac{3}{20} & \frac{3}{4} & \frac{7}{20} \\
\frac{1}{4} & \frac{9}{20} & \frac{1}{4} & \frac{1}{20}
\end{array}\right| ;
$$

$$
\mathcal{C}=\mathrm{C}^{-1}=\frac{1}{(2 a+1)}\left|\begin{array}{cccc}
-\frac{3}{a(2 a-1)} & \frac{1}{2 a-1} & -\frac{3(a+1)}{a} & 2(a+2) \\
\frac{6(a-1)}{a(2 a-1)} & -\frac{8 a^{2}+4 a-13}{(a+1)(2 a-1)} & \frac{2\left(a^{2}+a-3\right)}{a} & \frac{3(a+2)}{(a+1)} \\
-\frac{3(a-1)}{a} & \frac{2\left(a^{2}+a-3\right)}{(a+1)} & \frac{8 a^{2}+8 a-9}{a(2 a+3)} & \frac{6(a+2)}{(a+1)(2 a+3)} \\
2(a-1) & \frac{3 a}{a+1} & \frac{6}{2 a+3} & \frac{3}{(a+1)(2 a+3)}
\end{array}\right|
$$

## V. PROOFS OF THE GENERAL PROPERTIES

To prove (B) we use a formula ${ }^{1}$

$$
\begin{align*}
& \left\{\begin{array}{ccc}
j_{1} & j_{2} & l_{1}+l_{2} \\
l_{1} & l_{2} & l_{3}
\end{array}\right\}=(-1)^{j_{1}+j_{2}+l_{1}+l_{2}}\left[\frac{\left(2 l_{1}\right)!\left(2 l_{2}\right)!\left(j_{1}+j_{2}+l_{1}+l_{2}+1\right)!}{\left(2 l_{1}+2 l_{2}+1\right)!\left(j_{1}+j_{2}-l_{1}-l_{2}\right)!}\right. \\
& \left.\quad \times \frac{\left(j_{1}+l_{1}+l_{2}-j_{2}\right)!\left(j_{2}+l_{1}+l_{2}-j_{1}\right)!\left(j_{1}+l_{3}-l_{2}\right)!\left(j_{2}+l_{3}-l_{1}\right)!}{\left(l_{1}+j_{2}+l_{3}+1\right)!\left(j_{1}+l_{2}-l_{3}\right)!\left(l_{2}+l_{3}-j_{1}\right)!\left(j_{1}+l_{2}+l_{3}+1\right)!\left(l_{1}+j_{2}-l_{3}\right)!\left(l_{1}+l_{3}-j_{2}\right)}\right]^{\frac{1}{2}} . \tag{24}
\end{align*}
$$

Let $s_{M}$ and $u_{M}$ represent the maximum of the $s$ and $u$ values that appeared in the C.M., while $s_{m}$ and $u_{m}$ represent the corresponding minimum values. Since $s_{M}$ is equal to the smaller value of $(a+b)$ and $(c+d)$, while $u_{M}$ equals the smaller of $(a+d)$ and $(b+c)$, the $6 j$ symbols

$$
\left\{\begin{array}{ccc}
a & b & s_{M} \\
c & d & u
\end{array}\right\} \text { and }\left\{\begin{array}{ccc}
a & b & s \\
c & d & u_{M}
\end{array}\right\}
$$

in all cases can be put into the form (24) by use of the following symmetries:

$$
\begin{aligned}
\left\{\begin{array}{lll}
a & b & s \\
c & d & u
\end{array}\right\} & =\left\{\begin{array}{lll}
c & d & s \\
a & b & u
\end{array}\right\} \\
& =\left\{\begin{array}{lll}
a & d & u \\
c & b & s
\end{array}\right\}=\left\{\begin{array}{lll}
c & b & u \\
a & d & s
\end{array}\right\} .
\end{aligned}
$$

By (24) and (12) we immediately get

$$
\operatorname{sgn} \mathrm{C}_{s_{s M^{u}}}=\operatorname{sgn} \mathrm{C}_{s u_{M}}=(-1)^{2 a+2 b+2 c+2 d}=1
$$

where $\operatorname{sgn} x \equiv x /|x|$.
On the other hand, $s_{m}$ is the larger value of $|a-b|$ and $|c-d|, u_{m}$ the larger of $|a-d|$ and $|b-c|$. For example, let us assume for definiteness
that $s_{m}=a-b$; this implies that

$$
a-b \geq|c-d|
$$

so

$$
a+d \geq c+b=u_{M}
$$

Now,

$$
\begin{aligned}
\left\{\begin{array}{lll}
a & b & s_{m} \\
c & d & u
\end{array}\right\} & =\left\{\begin{array}{ccc}
a & b & a-b \\
c & d & u
\end{array}\right\} \\
& =\left\{\begin{array}{ccc}
a-b & b & a \\
u & d & c
\end{array}\right\}=\left\{\begin{array}{ccc}
u & d & a \\
a-b & b & c
\end{array}\right\} .
\end{aligned}
$$

Applying (24) to the last form, we get the phase $(-1)^{a+d+u}$, hence

$$
\begin{aligned}
\operatorname{sgn} \mathrm{C}_{(a-b), u} & =(-1)^{2 a+b+c+2 d+u} \\
& =(-1)^{u-b-c}=(-1)^{u-u_{M}}
\end{aligned}
$$

Similar considerations for all other cases lead to the same result, namely,
and

$$
\begin{aligned}
& \operatorname{sgn} \mathbb{C}_{s_{1}, u}=(-1)^{u-u_{M}} \\
& \operatorname{sgn}^{\mathbb{C}_{s, u_{m}}}=(-1)^{s-s_{m}} .
\end{aligned}
$$

This completes the proof of assertion (B).
One can verify (C) straightforwardly by direct substitution of the explicit expression for each entry in (15) and (16), with the use of (24) and ${ }^{1}$

$$
\begin{equation*}
\left\langle j_{1}, j_{1} ; j_{2}, m-j_{1} \mid j, m\right\rangle=\left[\frac{(2 j+1)\left(2 j_{1}\right)!\left(-j_{1}+j_{2}+j\right)!\left(j_{1}+j_{2}-m\right)!(j+m)!}{\left(j_{1}+j_{2}-j\right)!\left(j_{1}-j_{2}+j\right)!\left(j_{1}+j_{2}+j+1\right)!\left(-j_{1}+j_{2}+m\right)!(j-m)!}\right]^{\frac{1}{2}} \tag{25}
\end{equation*}
$$

But we prefer the following proof in view of its physical transparency. Take the case $c+d \geq a+b ;$ we consider the following set of charge states,

$$
\begin{equation*}
|a, a\rangle+|b, b\rangle \rightarrow|c, c\rangle+|d, a+b-c\rangle \tag{26}
\end{equation*}
$$

Now the lhs is a pure $I_{s}=a+b$ state while the rhs has only a fraction

$$
\langle c, c ; d, a+b-c \mid a+b, a+b\rangle
$$

of an $I_{s}=a+b$ state, so the whole expression represents

$$
\langle c, c ; d, a+b-c \mid a+b, a+b\rangle A_{s=a+b}
$$

On the other hand, the crossed reaction

$$
\begin{equation*}
|a, a\rangle+|d,-a-b+c\rangle \rightarrow|c, c\rangle+|\bar{b},-b\rangle \tag{27}
\end{equation*}
$$

represents a linear combination of different $I_{u}$ amplitudes, namely,

$$
\sum_{u}\langle a, a ; d, c-b-a \mid u\rangle\langle c, c ; b,-b \mid u\rangle A_{u}
$$

Equating this to the previous expression we arrive at (15). Notice that if we restore the crossing phase $\eta(d, a+b-c) \eta(b, b)$ to the amplitude represented by (27) according to (3), then instead of (15) we automatically have an expression for $C_{a+b, u}$.

The sum rule (18) can be proved most easily as follows: Consider $a=c$ and $b=d$, then $C_{s u}=\mathcal{C}_{s u}$ by (11); now let $A$ be an identity operator, from (4) and (6) we have $A_{s}=A_{u}=1$; since $C_{s u}$ is independent of $A,(8)$ is just reduced to $\sum_{u} \mathrm{C}_{s u}=1$.

To prove the sum rule (19) we use (13) and (18):

$$
\begin{aligned}
\sum_{s}(2 s+1) \mathcal{C}_{s u} & =\sum_{s}[(2 s+1)(2 u+1)]^{\frac{1}{2}} O_{s u} \\
& =\sum_{s}[(2 u+1)(2 s+1)]^{\frac{1}{2}} O_{u s} \\
& =\sum_{s}(2 u+1) \mathcal{C}_{u s}=(2 u+1)
\end{aligned}
$$

The proof of the sum rules (20) is more elaborate. First we note that $\operatorname{Tr} \mathrm{C}=\operatorname{Tr} O$ from (13), and $O^{2}=I$ from (E). Since now the eigenvalues of $O$ can only be $\pm 1$ and its trace is invariant under diagonalization, we conclude that $\operatorname{Tr} \mathrm{C}=$ integer. Now using (J),
which we shall prove later, we can put

$$
\begin{equation*}
\mathcal{C}_{s u}=\delta_{s+u, 2 a}+B_{s u} \tag{28}
\end{equation*}
$$

where $B_{s u} \rightarrow 0$ as $a / b \rightarrow \infty$. So for sufficiently large $a$ we see that (20) indeed follows. To extend the proof to all values of $a$, we fix $b$ and consider $\mathcal{C}_{s u}(a)$ as a function of the real variable $a$; it is actually a rational function of $a$ without poles for $a \geq b$, as can be seen from the analytic expression ${ }^{1}$ for the $6 j$ symbol. So, what we have proved about the trace for large $a$ can be analytically continued down to all values of $a$ as low as $b$; thus we have (20).

To prove the statements in (I), we use (25) in (21) and (22) to obtain the analytic expression for $\mathcal{C}_{a+b, u}$ and $\mathcal{C}_{s, a-b}$, and then use (14) to get the expressions for $\mathrm{C}_{s, a+b}$ and $\mathrm{C}_{a-b, u}$. Taking ratios we have

$$
\begin{align*}
\frac{\mathcal{C}_{s, a+b}}{\mathrm{C}_{s+1, a+b}}= & \frac{(a+b+2+s)}{(a+b-s)}>1  \tag{29}\\
\frac{\left|\mathcal{C}_{s, a-b}\right|}{\left|\mathbb{C}_{s+1, a-b}\right|}= & \frac{(s+1+b-a)}{(s+1+a-b)}<1, \text { for } a>b \\
& =1, \text { for } a=b  \tag{30}\\
\frac{\left|\mathcal{C}_{a-b, u}\right|}{\left|\mathrm{C}_{a-b, u+1}\right|}= & \left(\frac{2 u+1}{2 u+3}\right)\left(\frac{u+1+b-a}{u+1+a-b}\right)<1 \tag{31}
\end{align*}
$$

These relations confirm (i) through (iii). To show that $\mathrm{C}_{a-b, n+b}$ is the largest element, we employ

$$
\begin{aligned}
\left.|(2 a+1)| \begin{array}{lll}
a & b & s \\
a & b & u
\end{array} \right\rvert\, & =\left|\mathcal{C}_{a a}(s+b \rightarrow u+b)\right| \\
& =\left|O_{a a}(s+b \rightarrow u+b)\right|<1,
\end{aligned}
$$

so

$$
\begin{align*}
\frac{\left|\mathcal{C}_{s u}\right|}{\mathcal{C}_{a-b, a+b}} & =(2 u+1)\left|\left\{\begin{array}{lll}
a & b & s \\
a & b & u
\end{array}\right)\right|\left(\frac{2 a+2 b+1}{2 a \cdot+1}\right)^{-1} \\
& <\left(\frac{2 u+1}{2 a+2 b+1}\right) \leq 1 \tag{32}
\end{align*}
$$

Finally, for property (J), we have assumed $a \gg b$, so $(a-b) /(a+b) \approx 1$ and $s \approx u \approx a$. (We use $\approx$ to mean approximation to the order of $b / a$.) Using the explicit formula for the $6 j$ symbol, we can write

$$
\begin{aligned}
\mathcal{C}_{s u}= & (-1)^{2 a+2 b}(2 u+1) P(a b s) P\left(\begin{array}{ll}
a & b
\end{array}\right) \\
& \times \sum_{z} \frac{(-1)^{z}(z+1)!}{[(z-a-b-u)!]^{2}} \frac{1}{[(z-a-b-s)!]^{2}(2 a+2 b-z)!(2 b+s+u-z)!(2 a+s+u-z)!},
\end{aligned}
$$

where

$$
P\left(\begin{array}{lll}
a & b & c
\end{array}\right) \equiv \frac{(-a+b+c)!(a-b+c)!(a+b-c)!}{(a+b+c+1)!}
$$

and $z$ takes all integer values such that the arguments in the factorials are nonnegative. It is easy to see that
the term with highest $z$ in the sum is the one with the leading power in $a$; thus (let $s \equiv a+m, u \equiv a+n$ ):

$$
\begin{aligned}
\mathcal{C}_{s u} & \approx(-1)^{2 a-s-u} P\left(\begin{array}{lll}
a & b & s
\end{array}\right) P\left(\begin{array}{lll}
a & b & u
\end{array}\right) \frac{(2 b+s+u+1)!}{[(s+b-a)!]^{2}[(u+b-a)!]^{2}(2 a-s-u)!(2 a-2 b-1)!} \\
& \approx(-1)^{2 a-s-u} \frac{(b-m)!(b-n)!}{(b+m)!(b+n)!(-m-n)!}(2 a)^{s+u-2 a},
\end{aligned}
$$

for $s+u \leq 2 a$,

$$
\begin{aligned}
\mathcal{C}_{s u} & \approx P\left(\begin{array}{lll}
a & b & s
\end{array}\right) P\left(\begin{array}{lll}
a & b & u
\end{array}\right) \frac{(2 a+2 b+1)!}{[(a+b-s)]^{2}[(a+b-u)!]^{2}(s+u-2 a)!(s+u-2 b)!} \\
& \approx \frac{(b+m)!(b+n)!}{(b-m)!(b-n)!(m+n)!}(2 a)^{2 a-s-u},
\end{aligned}
$$

for $s+u \geq 2 a$. The proof is completed.
Equation (21) is just a special case of (15), while Eq. (22) can be verified by direct substitution:

$$
\begin{aligned}
\frac{\mathcal{C}_{s, a-b}}{(2 a-2 b+1)} & =(-1)^{2 a+2 b}\left\{\begin{array}{llc}
a & b & s \\
a & b & a-b
\end{array}\right\} \\
& \left.=(-1)^{2 a+2 b} \left\lvert\, \begin{array}{ccc}
s & b & a \\
a-b & b & a
\end{array}\right.\right\} \\
& =(-1)^{s-a-b} \frac{(2 b)!(s+a-b)!}{(2 a+1)!(s+b-a)!}
\end{aligned}
$$

In the last step we make use of (24). On the other hand,

$$
\begin{aligned}
& \langle a, a-l ; b,-b+l \mid a-b, a-b\rangle^{2} \\
& =\left(\frac{2 a-2 b+1}{2 a+1}\right)\langle a-b, a-b ; b, b-l \mid a, a-l\rangle^{2} \\
& =(2 a-2 b+1)\left[\frac{(2 b)!(2 a-l)!}{(2 a+1)!(2 b-l)!}\right],
\end{aligned}
$$

so this is just $(-1)^{\iota} \mathrm{C}_{s, a-b}$ if we put $l=(a+b)-s$.

## VI. DISCUSSION IN CONNECTION WITH THE RECIPROCAL BOOTSTRAP

Several years ago Chew proposed a very attractive mechanism, ${ }^{16}$ the so-called reciprocal bootstrap, for the self-consistent calculation of the $N, \Delta$ system. One of the main features in the theory is that the crossing matrix plays an important role in determining the forces. Roughly speaking, the force due to the exchange of $N$ is strongest in the $(3,3)$ channel, while the force from the exchange of $\Delta$ is strongest in the $(1,1)$ channel. This results from the fact that the crossing matrix in question is such that the bottom (top) element in the first (last) column is positive and largest in magnitude. From (29) and (30) we see, in fact, all elastic matrices with $a \neq b$ exhibit this general character. Furthermore, whenever property (J) is applicable [actually the condition $a \gg b$ for its validity

[^237]can be relaxed to $a / b>b$ for small $b$, as can be verified by the general formulas for $\mathrm{C}(a+b \rightarrow a+b)$ given in Sec. IV], we expect that the strongest force in each column (or row) is given by the antidiagonal elements, and the reciprocal bootstrap mechanism is likely to operate. The sign and rough magnitude of the forces produced by other elements can also be estimated without the explicit C.M.

However, if in a system the spin C.M. or the isospin C.M. or both are of the type with $a=b$, the situation is quite different due to property (K). In this case, the exchange of a particle with zero spin or zero isospin or both would be important in all the direct channels, and we do not expect this to be a reciprocal bootstrap system.
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## APPENDIX

In the following, we work with the spinless case for simplicity; however, our result is not affected if we have spin. The most general crossing relation without constraint from (1) can be expressed as

$$
\begin{equation*}
\left\langle K_{1}\right| A\left|K_{2} ; a_{\alpha}, p\right\rangle=\eta\left\langle K_{1} ; \bar{a}_{-\alpha}-p\right| A\left|K_{2}\right\rangle \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle K_{1}^{\prime}\right| A\left|K_{2}^{\prime} ; \bar{a}_{-\alpha},-p\right\rangle=\eta\left\langle K_{1}^{\prime} ; a_{\alpha}, p\right| A\left|K_{2}^{\prime}\right\rangle, \tag{A2}
\end{equation*}
$$

where the $K$ 's represent particle sets which are not crossed, and $p(-p)$ is the 4 -momentum of $a_{a}\left(\bar{a}_{-a}\right)$. That the crossing phase $\eta$ is independent of $p$ but depends only on the crossed particle can be understood from Lorentz invariance. We shall not attempt to give the proof but refer to Ref. 6 to prove that the same $\eta$ appears in both (A1) and (A2). We take the convention of writing $\eta$ as $\eta(a, \alpha)$ when a particle $a_{\alpha}$ in the ket vector (initial state) is crossed; then $\eta^{*}(a, \alpha)$ is the crossing phase when $a_{\alpha}$ is crossed from a bra
vector (final state). From (A2) we have

$$
\begin{equation*}
\eta(\bar{a},-\alpha)=\eta(a, \alpha) \tag{A3}
\end{equation*}
$$

In particular, for a four-line connected part the crossing relation is

$$
\begin{equation*}
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\eta(b, \beta) \eta^{*}(d, \delta)\left\langle c_{\gamma} \bar{b}_{-\beta}\right| A\left|a_{z} d_{-\delta}\right\rangle . \tag{A4}
\end{equation*}
$$

We define the matrix $\Lambda^{j}$ corresponding to each set of $\eta(j, m)$ so that

$$
\begin{equation*}
\Lambda_{m m^{\prime}}^{j}=\eta\left(j, m^{\prime}\right) \delta_{m,-m^{\prime}} \tag{A5}
\end{equation*}
$$

clearly

$$
\Lambda^{\dagger}=\Lambda^{-1}
$$

Now (A4) can be rewritten as

$$
\begin{equation*}
\left\langle c_{\gamma} d_{\delta}\right| A\left|a_{\alpha} b_{\beta}\right\rangle=\sum_{\beta^{\prime} \delta}\left\langle c_{\gamma} b_{\beta^{\prime}}\right| A\left|a_{\alpha} d_{\delta^{\prime}}\right\rangle \Lambda_{\beta^{\prime} \beta}^{b} \Lambda_{\delta^{\prime} \delta}^{d *} \tag{A6}
\end{equation*}
$$

We apply the transformation (1) on both sides of (A6) to obtain

$$
\begin{aligned}
& \sum\left\langle c_{\gamma^{\prime}} d_{\delta^{\prime}}\right| A\left|a_{\alpha^{\prime}} b_{\beta^{\prime}}\right\rangle D_{\alpha^{\prime} \alpha} D_{\beta^{\prime} \beta} D_{\gamma^{\prime} \gamma}^{*} D_{\delta^{\prime} \delta}^{*} \\
&= \sum\left\langle c_{\gamma^{\prime}} \bar{b}_{\beta^{\prime \prime}}\right| A\left|a_{\alpha^{\prime}} d_{\delta^{\prime \prime}}\right\rangle \\
& \times D_{\alpha^{\prime} \alpha} D_{\beta^{\prime \prime} \beta^{\prime}}^{*} D_{\gamma^{\prime} \gamma}^{*} D_{\delta^{\prime \prime} \delta^{\prime}} \Lambda_{\beta^{\prime} \beta}^{b} \Lambda_{\delta^{\prime} \delta}^{d *} \\
&= \sum\left\langle c_{\gamma^{\prime}} d_{\delta^{\prime}}\right| A\left|a_{\alpha^{\prime}} b_{\beta^{\prime}}\right\rangle \\
& \times D_{\alpha^{\prime} \alpha}\left(\Lambda^{b-1} D^{*} \Lambda^{b}\right)_{\beta^{\prime} \beta} D_{\gamma^{\prime} \gamma}^{*}\left(\Lambda^{d-1} D^{*} \Lambda^{d}\right)_{\delta^{\prime} \delta}^{*},
\end{aligned}
$$

where primed indices are to be summed over. Comparing both ends of the last equality we conclude that

$$
\begin{align*}
& \Lambda^{b-1} D^{b *}(u) \Lambda^{b}=D^{b}(u)  \tag{A7}\\
& \Lambda^{d-1} D^{d *}(u) \Lambda^{d}=D^{d}(u) \tag{A8}
\end{align*}
$$

First we note that any two unitary matrices, say $\Lambda_{1}$ and $\Lambda_{2}$, both of which satisfy either (A6) or (A7), can only differ by a phase. Since the relation $D^{j}(u)=$ $\Delta_{1}^{-1} D^{j *}(u) \Lambda_{1}=\Lambda_{1}^{-1} D^{j *}(u) \Lambda_{2}$ implies

$$
\left[\Lambda_{2}^{-1} \Lambda_{1}, D^{j}(u)\right]=0
$$

for all $u$, by Schur's lemma ${ }^{17}$ we get $\Lambda_{2}^{-1} \Lambda_{1}=a I$. Taking the determinant of this equation on both sides yields $|a|=1$. It is well known ${ }^{1}$ that

$$
d^{j}(\pi) D^{j *}(u) d^{j}-1(\pi)=D^{j}(u)
$$

where $d_{m m^{\prime}}^{j}(\pi)=(-1)^{j+m^{\prime}} \delta_{m,-m^{\prime}}$, so in general $\Lambda_{m m^{\prime}}^{j}=\eta_{j}(-1)^{m^{\prime}} \delta_{m,-m^{\prime}}$, with $\eta_{j}$ an arbitrary phase independent of $m^{\prime}$. From (A4) we immediately get $\eta(b, \beta)=\eta_{b}(-1)^{\beta}$ and $\eta(d, \delta)=\eta_{d}(-1)^{\delta}$. It is clear that (A3) implies

$$
\begin{equation*}
\eta_{\bar{a}}=(-1)^{2 a} \eta_{a} \tag{A9}
\end{equation*}
$$

so we see it is an intrinsic characteristic that $\eta_{a}$ and $\eta_{\bar{a}}$ have opposite signs when $2 a$ is an odd integer. ${ }^{14}$
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#### Abstract

An effective Hamiltonian is derived which describes the relative motion of two oppositely charged particles in a homogeneous magnetostatic field.


## 1. INTRODUCTION

In what follows, we consider the motion of a system of two charged particles in a constant, homogeneous magnetic field $\mathbf{B}$. The central problem in the theory of the Zeeman effect for such a system is to compute the stationary states and energy levels as a function of $|\mathbf{B}|$. This is usually done relativistically to various orders in $\alpha=\frac{1}{137}$ and $m_{1} / m_{2}$, where $m_{1}$ and $m_{2}$ are the masses of the two particles. For definiteness, we always take particle 1 to be an electron, with charge $e_{1}=-e$. The charge $e_{2}$ of the second particle will at first be left arbitrary, but certain of our results hold only for the case that the system as a whole is neutral, i.e., that $e_{2}=-e_{1}$.

For the case that particle 2 is a proton ( $m_{2}=$ $1836 m_{1}$ ), Lamb ${ }^{1}$ has computed the Zeeman levels to first order in $m_{1} / m_{2}$ using the relativistic Breit equation. The result is what one would expect from simple physical arguments ${ }^{2}$ : namely, that the term $\mu_{0} \mathbf{B} \cdot \mathbf{L}$ must be replaced by $\left(1-m_{1} / m_{2}\right) \mu_{0} \mathbf{B} \cdot \mathbf{L}$, where $\mu_{0}$ is the Bohr magneton and $L$ the orbital angular momentum. The nonrelativistic result which we obtain below agrees with Lamb's result to lowest order in the mass ratio.

For systems with mass ratios closer to unity, such as muonium ( $m_{2} \approx 200 m_{1}$ ) or $p^{-}\left(m_{2} \approx 9 m_{1}\right)$, terms of higher order in the mass ratio are at least as important as terms of higher order in $\alpha$. In the extreme case of positronium ( $m_{1}=m_{2}$ ), the expansion in powers of the mass ratio is not useful. As a first step toward a more satisfactory treatment of positronium and other systems with mass ratios close to unity, we treat the nonrelativistic Schrödinger equation in such a way that the dependence of the solutions on $m_{1} / m_{2}$ is made explicit to all orders, i.e., exactly. The main purpose of this nonrelativistic treatment is to provide insight regarding the mixing of relative and center-ofmass (CM) variables which occurs in the nonrelativistic Hamiltonian through the vector potential.

[^239]For the case of a neutral system ( $e_{1}=-e_{2}$ ), we find an exact solution to a somewhat tricky problem in elementary quantum mechanics. The problem is to separate out the CM variables and obtain an effective Hamiltonian which operates on functions of the relative coordinates. The effective Hamiltonian is formally identical to that for a particle of a different (reduced) mass moving in a different magnetic field and in a harmonic-oscillator potential. The latter has terms which represent the kinetic energy of the CM motion, and terms which represent the Stark effect due to the electric field which would be seen by a comoving observer.

## II. DERIVATION OF THE HAMILTONIAN IN RELATIVE AND CM COORDINATES

The Hamiltonian for our problem is

$$
\begin{equation*}
H=\frac{\mathbf{\Pi}_{1}^{2}}{2 m_{1}}+\frac{\boldsymbol{\Pi}_{2}^{2}}{2 m_{2}}+\frac{e_{1} e_{2}}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|}, \tag{1}
\end{equation*}
$$

where $\Pi_{i}$ is the kinetic momentum of the $i$ th particle:

$$
\begin{equation*}
\mathbf{\Pi}_{i}=-i \hbar \nabla_{i}-\left(e_{i} / c\right) \mathbf{A}\left(\mathbf{r}_{i}\right), \quad i=1,2 . \tag{2}
\end{equation*}
$$

We choose the $z$ axis of our coordinate system in the direction of the magnetic field $\mathbf{B}$. It is convenient at this point not to specify the gauge completely, but we assume that each of the three components of $\mathbf{A}(\mathbf{r})$ is a linear combination of $x, y$, and $z$. The magnetic field does not depend on position or time, and satisfies

$$
\begin{equation*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}(\mathbf{r}) \tag{3}
\end{equation*}
$$

The CM coordinates $\mathbf{R}=(X, Y, Z)$ and the relative coordinates $\mathrm{r}=(x, y, z)$ are related to the positions $\mathbf{r}_{i}$ by

$$
\begin{align*}
\mathbf{r} & =\mathbf{r}_{2}-\mathbf{r}_{1}, \\
\mathbf{R} & =\alpha \mathbf{r}_{1}+\beta \mathbf{r}_{2}, \tag{4}
\end{align*}
$$

where $\alpha=m_{1} /\left(m_{1}+m_{2}\right)$ and $\beta=m_{2} /\left(m_{1}+m_{2}\right)$. The inverse relations are

$$
\begin{align*}
& \mathbf{r}_{1}=\mathbf{R}-\beta \mathbf{r} ; \\
& \mathbf{r}_{2}=\mathbf{R}+\alpha \mathbf{r} . \tag{5}
\end{align*}
$$

By virtue of the requirement that $A$ be linear in $r$, we find that $\mathbf{A}$ transforms like $\mathbf{r}$ under the coordinate transformation (5):

$$
\begin{align*}
& \mathbf{A}\left(\mathbf{r}_{1}\right)=\mathbf{A}(\mathbf{R})-\beta \mathbf{A}(\mathbf{r}) \\
& \mathbf{A}\left(\mathbf{r}_{2}\right)=\mathbf{A}(\mathbf{R})+\alpha \mathbf{A}(\mathbf{r}) \tag{6}
\end{align*}
$$

The gradients

$$
\nabla_{R}=\left(\frac{\partial}{\partial X}, \frac{\partial}{\partial Y}, \frac{\partial}{\partial Z}\right)
$$

and

$$
\nabla_{r}=\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}\right)
$$

are related to those which appear in Eq. (2) by

$$
\begin{align*}
& \boldsymbol{\nabla}_{1}=-\boldsymbol{\nabla}_{r}+\alpha \boldsymbol{\nabla}_{R} \\
& \boldsymbol{\nabla}_{2}=\boldsymbol{\nabla}_{r}+\beta \boldsymbol{\nabla}_{R} \tag{7}
\end{align*}
$$

From Eqs. (1), (2), (5), (6), and (7) we obtain the desired expression for $H$ :

$$
\begin{align*}
H= & -\frac{\hbar^{2}}{2 \mu} \nabla_{r}^{2}-\frac{\hbar^{2}}{2 M} \nabla_{R}^{2}+\frac{e_{1} e_{2}}{r}+\frac{1}{2 c^{2}} \\
& \times\left[D A^{2}(\mathbf{R})+2 E \mathbf{A}(\mathbf{R}) \cdot \mathbf{A}(\mathbf{r})+F A^{2}(\mathbf{r})\right] \\
& +\frac{i h}{c}\left\{G\left[\mathbf{A}(\mathbf{R}) \cdot \nabla_{r}+\frac{\mu}{M} \mathbf{A}(\mathbf{r}) \cdot \nabla_{R}\right]\right. \\
& \left.+I \mathbf{A}(\mathbf{R}) \cdot \nabla_{R}+J \mathbf{A}(\mathbf{r}) \cdot \nabla_{r}\right\} . \tag{8}
\end{align*}
$$

In obtaining Eq. (8) we have assumed that the order of factors is immaterial in dot products between A's and $\nabla$ 's. To insure that this is the case, we restrict ourselves to gauges in which

$$
\begin{equation*}
\frac{\partial}{\partial x} A_{x}(\mathbf{r})=\frac{\partial}{\partial y} A_{y}(\mathbf{r})=\frac{\partial}{\partial z} A_{x}(\mathbf{r})=0 \tag{9}
\end{equation*}
$$

Besides the usual total mass $M=m_{1}+m_{2}$ and reduced mass $\mu=m_{1} m_{2} / M$, the other new constants in (8) are

$$
\begin{align*}
D & =e_{1}^{2} / m_{1}+e_{2}^{2} / m_{2}, \\
E & =\alpha e_{2}^{2} / m_{2}-\beta e_{1}^{2} / m_{1} \\
& =\left(m_{1} / M\right) e_{2}^{2} / m_{2}-\left(m_{2} / M\right) e_{1}^{2} / m_{1}, \\
F & =\beta^{2} e_{1}^{2} / m_{1}+\alpha^{2} e_{2}^{2} / m_{2}  \tag{10}\\
& =\left(m_{2} / M\right)^{2} e_{1}^{2} / m_{1}+\left(m_{1} / M\right)^{2} e_{2}^{2} / m_{2}, \\
G & =e_{2} / m_{2}-e_{1} / m_{1}, \\
I & =\left(e_{1}+e_{2}\right) / M \\
J & =(1 / M)\left(e_{1} m_{2} / m_{1}+e_{2} m_{1} / m_{2}\right) .
\end{align*}
$$

## III. USE OF A GAUGE TRANSFORMATION TO FIND CONSTANTS OF MOTION

Up to now we have left the gauge arbitrary, subject to the restrictions mentioned above. We now consider two candidates for the vector potential, both of which
are linear in $r$ and satisfy Eqs. (3) and (9). For our first candidate we choose $A_{y}(\mathbf{r})=B x, A_{x}=A_{z}=0$. The advantage of this choice is that the spatial dependence of $\mathbf{A}$ is on only one coordinate, so that it is easy to find coordinates which do not appear in the Hamiltonian. Landau ${ }^{3}$ used such a gauge to solve the problem of a single charge moving in a magnetic field.

Our second candidate is the one which preserves the cylindrical symmetry of the problem:

$$
\begin{equation*}
\mathbf{A}^{\prime}(\mathbf{r})=-\frac{1}{2} \mathbf{r} \times \mathbf{B} \tag{11}
\end{equation*}
$$

Its components are $A_{y}^{\prime}=\frac{1}{2} B x, A_{x}^{\prime}=-\frac{1}{2} B y, A_{z}^{\prime}=0$. All quantities expressed in this gauge are given primes. The primed and unprimed vector potentials are related by

$$
\begin{equation*}
\mathbf{A}^{\prime}(\mathbf{r})=\mathbf{A}(\mathbf{r})-\nabla F(\mathbf{r}) \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\mathbf{r})=\frac{1}{2} B x y \tag{13}
\end{equation*}
$$

If $\Psi^{\prime}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ represents a state in the unprimed gauge, the same state is represented by

$$
\begin{equation*}
\Psi^{\prime \prime}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\exp \left[-(i / \hbar c) \sum e_{i} F\left(\mathbf{r}_{i}\right) \Psi^{\prime}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\right. \tag{14}
\end{equation*}
$$

in the primed gauge. This transformation of wavefunctions insures that

$$
\begin{equation*}
\Pi_{i}^{\prime}\left(\mathbf{r}_{i}\right) \Psi^{\prime \prime}=\left[\Pi_{i}\left(\mathbf{r}_{i}\right) \Psi\right]^{\prime} \tag{15}
\end{equation*}
$$

and, hence, that $H^{\prime} \Psi^{\prime}=(H \Psi)^{\prime}$, where $H^{\prime}$ and $\Pi_{i}^{\prime}$ are obtained from $H$ and $\mathbf{I I}_{i}$ by replacing $\mathbf{A}$ by $\mathbf{A}^{\prime}$. More generally, the transformation of an arbitrary operator from the unprimed to the primed gauge is as follows:

$$
\begin{align*}
(\text { Operator })^{\prime} & =\exp \left[-(i / \hbar c) \sum e_{i} F\left(\mathbf{r}_{i}\right)\right] \\
& \times \text { (Operator) } \exp \left[(i / \hbar c) \sum e_{i} F\left(\mathbf{r}_{i}\right)\right] \tag{16}
\end{align*}
$$

Our notation is slightly inconsistent in that $\mathbf{A}$ and $\mathbf{A}^{\prime}$ are different operators according to Eq. (12), rather than representations of the same operator in different gauges. But, except ror $\mathbf{A}$ and $\mathbf{A}^{\prime}$, all primed and unprimed operators are related by Eq. (16).

Inserting the (unprimed) vector potential $\mathbf{A}$ into Eq. (8) and setting the momentum conjugate to $Z$ equal to zero, we obtain

$$
\begin{align*}
H= & -\frac{\hbar^{2}}{2 \mu} \nabla_{r}^{2}-\frac{\hbar^{2}}{2 M}\left(\frac{\partial^{2}}{\partial X^{2}}+\frac{\partial^{2}}{\partial Y^{2}}\right) \\
& +\frac{e_{1} e_{2}}{r}+\frac{B^{2}}{2 c^{2}}\left(D X^{2}+2 E X x+F x^{2}\right)+\frac{i \hbar B}{c} \\
& \times\left[G\left(X \frac{\partial}{\partial y}+\frac{\mu}{M} x \frac{\partial}{\partial Y}\right)+I X \frac{\partial}{\partial Y}+J x \frac{\partial}{\partial y}\right] \tag{17}
\end{align*}
$$

[^240]Since $Y$ does not appear explicitly in Eq. (17), the operator

$$
\begin{equation*}
\Pi_{Y}=\frac{\hbar}{i} \frac{\partial}{\partial Y} \tag{18}
\end{equation*}
$$

commutes with $H$, and can be taken as a constant of motion. Applying the gauge transformation (16) to the right-hand side of (18), we obtain

$$
\begin{equation*}
\Pi_{Y}^{\prime}=\Pi_{Y}+\frac{1}{c} \frac{\partial \Lambda}{\partial Y} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda=e_{1} F\left(\mathbf{r}_{1}\right)+e_{2} F\left(\mathbf{r}_{2}\right) \tag{20}
\end{equation*}
$$

From Eqs. (5), (13), and (20), we obtain

$$
\begin{align*}
\Lambda=\frac{1}{2} B\left[e_{1}(X-\beta x)( \right. & Y-\beta y) \\
& \left.+e_{2}(X+\alpha x)(Y+\alpha y)\right] \tag{21}
\end{align*}
$$

From Eqs. (18), (19), and (21), and the definitions of $\alpha$ and $\beta$, we obtain

$$
\begin{equation*}
\Pi_{Y}^{\prime}=\frac{\hbar}{i} \frac{\partial}{\partial Y}+\frac{B}{2 c}\left[\left(e_{1}+e_{2}\right) X+\left(\frac{m_{1} e_{2}-m_{2} e_{1}}{m_{1}+m_{2}}\right) x\right] \tag{22}
\end{equation*}
$$

By the symmetry of the primed gauge, we may perform a rotation through $90^{\circ}$ about the $z$ axis. Replacing $Y$ by $X, y$ by $x, X$ by $-Y$, and $x$ by $-y$ in Eqs. (19) and (22), we obtain another operator which commutes with $H$ :

$$
\begin{align*}
\Pi_{X}^{\prime} & =\Pi_{X}+\frac{1}{c} \frac{\partial \Lambda}{\partial X} \\
& =\frac{\hbar}{i} \frac{\partial}{\partial X}-\frac{B}{2 c}\left[\left(e_{1}+e_{2}\right) Y+\frac{m_{1} e_{2}-m_{2} e_{1}}{m_{1}+m_{2}} y\right] \tag{23}
\end{align*}
$$

From Eq. (21) and the second of Eqs. (23), we obtain

$$
\begin{equation*}
\Pi_{X}=\frac{\hbar}{i} \frac{\partial}{\partial X}-\frac{B}{c}\left[\left(e_{1}+e_{2}\right) Y+\frac{m_{1} e_{2}-m_{2} e_{1}}{m_{1}+m_{2}} y\right] \tag{24}
\end{equation*}
$$

It is worthwhile to verify directly from Eqs. (17) and (24) that $\Pi_{X}$ commutes with $H$. But $\Pi_{X}$ and $\Pi_{Y}$ cannot, in general, both be constants of motion. Their commutator

$$
\begin{equation*}
\left[\Pi_{X}, \Pi_{Y}\right]=(B \hbar / c i)\left(e_{1}+e_{2}\right) \tag{25}
\end{equation*}
$$

is zero only if the over-all charge of the system is zero. This reflects the fact that the system as a whole moves in a straight line only if its charge is zero. ${ }^{4,5}$

[^241]
## IV. SEPARATION OF VARIABLES FOR A NEUTRAL SYSTEM

We now specialize to the case of a neutral system. Substituting $e_{1}=-e$ and $e_{2}=+e$ into Eqs. (10), we obtain

$$
\begin{align*}
D & =e^{2} / \mu \\
E & =\left(e^{2} / M\right)\left(m_{1} / m_{2}-m_{2} / m_{1}\right) \\
F & =e^{2}(1 / \mu-3 / M) \\
G & =e / \mu  \tag{26}\\
I & =0 \\
J & =(e / M)\left(m_{1} / m_{2}-m_{2} / m_{1}\right)
\end{align*}
$$

The most general simultaneous eigenstate of $H, \Pi_{X}$, and $\mathrm{II}_{Y}$ is of the form

$$
\begin{align*}
\Psi(X, Y, \mathbf{r})=\exp \left[\frac { i } { \hbar } \left(P_{X}\right.\right. & \left.\left.+\frac{e B}{c} y\right) X\right] \\
& \times \exp \left(\frac{i}{\hbar} P_{Y} Y\right) \psi(\mathbf{r}) \tag{27}
\end{align*}
$$

where $P_{X}$ and $P_{Y}$ are the eigenvalues of $\Pi_{X}$ and $\Pi_{Y}$. The Schrödinger equation $H \Psi=E \Psi$ will be satisfied if and only if $h \psi(\mathbf{r})=E \psi(\mathbf{r})$, where $h$ is defined by

$$
\begin{align*}
H \Psi(X, Y, \mathbf{r})=\exp & {\left[\frac{i}{\hbar}\left(P_{X}+\frac{e B}{c} y\right) X\right] } \\
& \times \exp \left(\frac{i}{\hbar} P_{Y} Y\right) h \psi(\mathbf{r}) \tag{28}
\end{align*}
$$

It is clear that Eq. (28) is satisfied if $h$ is obtained from $H$ by making the following replacements:

$$
\begin{align*}
& \frac{\hbar}{i} \frac{\partial}{\partial Y} \rightarrow P_{Y} \\
& \frac{\hbar}{i} \frac{\partial}{\partial X} \rightarrow P_{X}+\frac{e B}{c} y  \tag{29}\\
& \frac{\hbar}{i} \frac{\partial}{\partial y} \rightarrow \frac{e B}{c} X+\frac{\hbar}{i} \frac{\partial}{\partial y}
\end{align*}
$$

Making these replacements in the right-hand side of Eq. (17) and using Eqs. (26), we obtain ${ }^{6}$

$$
\begin{align*}
h= & -\frac{\hbar^{2}}{2 \mu} \nabla^{2}-\frac{e^{2}}{r}+\frac{1}{2 M} \\
& \times\left[\left(P_{X}+\frac{e B}{c} y\right)^{2}+\left(P_{Y}-\frac{e B}{c} x\right)^{2}\right] \\
& +\left(\frac{1}{\mu}-\frac{4}{M}\right) \frac{e^{2} B^{2}}{2 c^{2}} x^{2}-\frac{e B}{M c}\left(\frac{m_{1}}{m_{2}}-\frac{m_{2}}{m_{1}}\right) x \frac{\hbar}{i} \frac{\partial}{\partial y} \tag{30}
\end{align*}
$$

[^242]We call $h$ the effective Hamiltonian for the relative motion of the two particles, since $h$ operates on functions of the relative coordinates and does not involve CM coordinates or their derivatives. We emphasize that $P_{X}$ and $P_{Y}$ in (30) are just numbers. Equation (30) may be compared to the radial Schrödinger equation for a particle in a central potential. In this comparison, $P_{X}$ and $P_{Y}$ are analogous to the orbital angular momentum $L$ which appears in the centrifugal potential.

We may rewrite Eq. (30) in the suggestive form

$$
\begin{align*}
h=\frac{1}{2 \mu}\left(\frac{\hbar}{i} \nabla\right. & \left.+\frac{e}{c} \mathrm{a}\right)^{2}+\frac{\mathbf{P}^{2}}{2 M}-\frac{e^{2}}{r} \\
& -\frac{1}{c} e \mathbf{r} \cdot(\mathbf{v} \times \mathbf{B})+\frac{e^{2} B^{2}}{2 M c^{2}}\left(x^{2}+y^{2}\right), \tag{31}
\end{align*}
$$

where $\mathbf{a}$ is a vector potential for the effective magnetic
field

$$
\begin{equation*}
\mathbf{b}=\frac{m_{2}-m_{1}}{m_{2}+m_{1}} \mathbf{B}=\boldsymbol{\nabla} \times \mathbf{a} \tag{32}
\end{equation*}
$$

and $\mathbf{v}=\mathbf{P} / M$ is the velocity of the $C M$ of the system. If we had not set the momentum $P_{Z}$ conjugate to $Z$ equal to zero, Eq. (31) would still be valid for $\mathbf{P}=$ ( $P_{X}, P_{Y}, P_{Z}$ ). The term in Eq. (31) involving v is just the potential for the electric field

$$
\begin{equation*}
\mathbf{E}=\mathbf{v} \times \mathbf{B} / c \tag{33}
\end{equation*}
$$

which is present for a comoving observer, i.e., one for whom the CM is at rest and who is moving with a velocity $\mathbf{v}$ relative to the lab frame. We note in passing that we may easily generalize our treatment to the case of crossed electric and magnetic fields in the lab frame by transforming to a frame in which the electric field vanishes.
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where
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\square_{x}=\frac{\partial^{2}}{\partial x_{0}^{2}}-\sum_{k=1}^{3} \frac{\partial^{2}}{\partial x_{k}^{2}}
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These fields possess a spin degree of freedom which is described by spin indices $(\alpha, u) . \alpha$ is discrete and ranges over all nonnegative integers. $u$ is continuous and it describes certain rest classes in $S L(2, C)$. The indices ( $\alpha, u$ ) transform as a nonunitary representation of the homogeneous Lorentz group. The fields can, moreover, be constructed in pairs $\psi_{\alpha}(x, u)$, $\psi^{\alpha}(x, u)$ which satisfy Bargmann-Wigner equations:

$$
\begin{aligned}
& \sum_{\beta=0}^{\infty} P^{\alpha \beta}(p, u) \psi_{\beta}(p, u)=\psi^{\alpha}(p, u), \\
& \sum_{\beta=0}^{\infty} \hat{\beta}_{\alpha \beta}(p, u) \psi^{\beta}(p, u)=\psi_{a}(p, u)
\end{aligned}
$$

[^243](in momentum space). The matrices $P$ and $\hat{P}$ are infinite matrices of triangular shape with elements which are constructed later in this article.

The problem whether objects belonging to masses $M^{2}<0$ might be physically relevant and possibly lead to a new kind of field theory has been studied recently. ${ }^{1}$ We intend to contribute to this discussion only by enlarging the number of classical objects which can perhaps be submitted to a later quantization and by deriving field equations, which in the case of spin- $\frac{1}{2}$ particles proved so convenient for the description of electromagnetic interactions.

Fields on timelike mass shells, the familiar objects of field theory, can be defined in several fashions. The best known method is due to Bargmann and Wigner ${ }^{2}$ who base their construction on the theory of unitary representations of the inhomogeneous Lorentz group. For $\operatorname{spin} S$ and $p_{0}>0$, an irreducible representation
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## 1. INTRODUCTION

The aim of this article is to define and describe classical fields which satisfy the equation

$$
\left(\square_{x}-1\right) \psi(x)=0,
$$

where

$$
\square_{x}=\frac{\partial^{2}}{\partial x_{0}^{2}}-\sum_{k=1}^{3} \frac{\partial^{2}}{\partial x_{k}^{2}}
$$

These fields possess a spin degree of freedom which is described by spin indices $(\alpha, u) . \alpha$ is discrete and ranges over all nonnegative integers. $u$ is continuous and it describes certain rest classes in $S L(2, C)$. The indices ( $\alpha, u$ ) transform as a nonunitary representation of the homogeneous Lorentz group. The fields can, moreover, be constructed in pairs $\psi_{\alpha}(x, u)$, $\psi^{\alpha}(x, u)$ which satisfy Bargmann-Wigner equations:

$$
\begin{aligned}
& \sum_{\beta=0}^{\infty} P^{\alpha \beta}(p, u) \psi_{\beta}(p, u)=\psi^{\alpha}(p, u), \\
& \sum_{\beta=0}^{\infty} \hat{\beta}_{\alpha \beta}(p, u) \psi^{\beta}(p, u)=\psi_{a}(p, u)
\end{aligned}
$$

[^245](in momentum space). The matrices $P$ and $\hat{P}$ are infinite matrices of triangular shape with elements which are constructed later in this article.

The problem whether objects belonging to masses $M^{2}<0$ might be physically relevant and possibly lead to a new kind of field theory has been studied recently. ${ }^{1}$ We intend to contribute to this discussion only by enlarging the number of classical objects which can perhaps be submitted to a later quantization and by deriving field equations, which in the case of spin- $\frac{1}{2}$ particles proved so convenient for the description of electromagnetic interactions.

Fields on timelike mass shells, the familiar objects of field theory, can be defined in several fashions. The best known method is due to Bargmann and Wigner ${ }^{2}$ who base their construction on the theory of unitary representations of the inhomogeneous Lorentz group. For $\operatorname{spin} S$ and $p_{0}>0$, an irreducible representation

[^246]can be defined on the Hilbert space
\[

$$
\begin{aligned}
& \mathscr{H}=\left\{\varphi_{m}(p): \sum_{m=-s}^{+2} \int\left|\varphi_{m}(p)\right|^{2}\right. \\
& \\
& \left.\quad \times \delta\left(p^{2}-M^{2}\right) \theta\left(p_{0}\right) d^{4} p<\infty\right\}
\end{aligned}
$$
\]

$$
U(a, x) \varphi_{m}(p)=\sum_{m^{\prime}=-\varepsilon}^{+s} e^{i p x} D_{m m^{\prime}}[R(a, p)] \varphi_{m^{\prime}}\left(p^{\prime}\right),
$$

where

$$
\begin{aligned}
p^{\prime} & =a^{-1} p\left(a^{-1}\right)^{+} \\
R(a, p) & =a(p) a a\left(p^{\prime}\right)^{-1} \in S U(2)
\end{aligned}
$$

and

$$
a(p) p a(p)^{+}=M
$$

$a(p)$ is as usual a rotation-free boost. The essential step is the continuation of the representation $D_{m m^{\prime}}(u)$, $u \in S U(2)$, to a representation of the whole homogeneous group $S L(2, C)$. This can be achieved in two ways:
or

$$
u_{\alpha \beta} \text { substituted by } a_{\alpha \beta}
$$

$$
u_{\alpha \beta} \text { substituted by }\left(a^{-1}\right)_{\alpha \beta}^{+} .
$$

Both substitutions lead to representations of $S L(2, C)$ because $D_{m m^{\prime}}(u)$ is a polynomial in $u_{\alpha \beta}$. Because the coefficients of this polynomial are real, we have moreover

$$
D\left(\left(a^{-1}\right)^{+}\right)_{m m^{\prime}}=\overline{D\left(a^{-1}\right)_{m^{\prime} m}}=D^{-1++(a)_{m m^{\prime}}}
$$

We define

$$
\begin{aligned}
& \psi_{a}(p)=\sum_{m} D_{\alpha m}\left(a(p)^{-1}\right) \varphi_{m}(p), \\
& \psi^{\alpha}(p)=\sum_{m} D_{\alpha m}\left(a(p)^{+}\right) \varphi_{m}(p)
\end{aligned}
$$

thus obtaining quantities with simple transformation properties:

$$
\begin{aligned}
& U_{a} \psi_{a}(p)=\sum_{\beta} D_{\alpha \beta}(a) \psi_{\beta}\left(p^{\prime}\right), \\
& U_{a} \psi^{\alpha}(p)=\sum_{\beta} D_{\alpha \beta}\left(\left(a^{-1}\right)^{+}\right) \psi^{\beta}\left(p^{\prime}\right) .
\end{aligned}
$$

With

$$
\begin{aligned}
& P^{\alpha \beta}(p)=\sum_{m} D_{\alpha m}\left(a(p)^{+}\right) D_{m \beta}(a(p))=D_{\alpha \beta}\left((p / M)^{-1}\right) \\
& P_{\alpha \beta}(p)=\sum_{m} D_{\alpha m}\left(a(p)^{-1}\right) D_{m \beta}\left(\left(a(p)^{-1}\right)^{+}\right)=D_{\alpha \beta}(p / M)
\end{aligned}
$$

we get the Bargmann-Wigner equations

$$
\begin{aligned}
& \sum_{\beta} P^{\alpha \beta}(p) \psi_{\beta}(p)=\psi^{\alpha}(p), \\
& \sum_{\beta} \mathcal{P}_{\alpha \beta}(p) \psi^{\beta}(p)=\psi_{\alpha}(p),
\end{aligned}
$$

where

$$
\sum_{\beta} P^{\alpha \beta} \hat{P}_{\beta \gamma}=\delta_{\gamma}^{\alpha}
$$

After a Fourier transformation this yields fields
$\psi_{a}(x), \psi^{\star}(x)$ and differential operators

$$
P^{\alpha \beta}\left(-i \frac{\partial}{\partial x}\right), \quad P_{\alpha \beta}\left(-i \frac{\partial}{\partial x}\right)
$$

of order $2 S+1$. Local bilinear invariant densities can easily be found, e.g.,

$$
\sum_{\alpha} \bar{\psi}^{\alpha}(x) \psi_{a}(x) .
$$

Requiring, on the other hand, only the BargmannWigner equations to hold for $\psi_{x}(x)$ and $\psi^{\alpha}(x)$ together with the Klein-Gordon equation

$$
\left(\square_{x}+M^{2}\right) \psi(x)=0, \quad \psi=\psi_{\alpha} \quad \text { or } \quad \psi^{\alpha},
$$

yields a field which consists of two irreducible representations, one positive timelike, the other negative timelike. The equations

$$
\sum_{\gamma}\left(\sum_{\beta} P^{\alpha \beta}\left(-i \frac{\partial}{\partial x}\right) \hat{P}_{\beta \gamma}\left(-i \frac{\partial}{\partial x}\right)-\delta_{\gamma}^{\alpha}\right) \psi^{\nu}=0, \quad \text { etc. }
$$

are less restrictive. This gives rise to the particleantiparticle symmetry.

Gel'fand and Yaglom ${ }^{3}$ based their approach on the theory of representations of the homogeneous Lorentz group. They require that $\psi(x)$ transforms under the homogeneous Lorentz group as a certain representation ("index transformations") and that it satisfies the linear field equation

$$
\left(-i \gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+M\right) \psi(x)=0 .
$$

The finite or infinite matrices $\gamma_{\mu}$ are to be determined from the requirement that the field equation is covariant.
This approach is very general. Bargmann-Wigner fields can be obtained as a special case and after some superfluous field components have been eliminated. If $\psi(x)$ transforms as a finite direct sum of unitary irreducible representations of the homogeneous Lorentz group, it can in general be decomposed into irreducible unitary representations of the inhomogeneous Lorentz group such that
(1) representations with $M^{2}>0$ appear as a discrete direct sum, the discrete spectrum of $M^{2}$ is bounded from above and accumulates at zero;
(2) representations with $M^{2}<0$ appear as a direct integral and a direct sum, the spectrum of $M^{2}$ is continuous, contains a discrete set of eigenvalues, and is unbounded from below;

[^247](3) there exists a finite set of functions
$$
M_{i}^{2}(S)
$$
(mass relations) which relate the mass and the spin of the representations occurring.
These fields enable us to describe simultaneously an infinite spectrum of $M^{2}$. The Bargmann-Wigner fields to the mass $M^{2}<0$ which we are going to study now, are, however, much simpler objects.
2. UNITARY REPRESENTATIONS OF THE DISCRETE SERIES FOR THE GROUP $S U(1,1)$ AND THEIR CONTINUATION

## A. The Discrete Series $D_{\bar{k}}^{+}$and $D_{\bar{k}}$

Let $\mathfrak{A}$ and $\overrightarrow{\mathfrak{A}}$ be two linear spaces defined by
$\mathfrak{H}=\{f(z): f(z)$ holomorphic in $|z|<1$
and continuous in $|z| \leq 1\}$,
$\overline{\mathfrak{M}}=\{f(z): \overline{f(z)} \in \mathfrak{A}\}$.
Defining a norm by

$$
\|f\|_{k}^{2}=\frac{2 k-1}{\pi} \int_{|z| \leq 1}\left(1-|z|^{2}\right)^{2 k-2}|f(z)|^{2} d z
$$

for $k=1, \frac{3}{2}, 2, \cdots$, and as the limit $k \rightarrow \frac{1}{2}+$ for $k=\frac{1}{2}$, enables us to complete $\mathfrak{A}$ and $\overline{\mathfrak{M}}$. We call the Hilbert spaces $\mathscr{H}_{k}$ and $\overline{\mathscr{H}}_{k}$. Because of

$$
|f(z)| \leq\left(1-|z|^{2}\right)^{-k}\|f\|_{k}
$$

all elements of $\mathscr{H}_{k}\left(\overline{\mathscr{F}}_{k}\right)$ are holomorphic (antiholomorphic) for $|z|<1$. We can give a basis in $\mathscr{H}_{k}\left(\overline{\mathscr{H}}_{k}\right)$ by

$$
\begin{aligned}
\left\{f_{m}\right\}, \quad f_{m}(z) & =z^{m}, \quad\left\{f_{m}\right\}, f_{m}(\bar{z})=\bar{z}^{m} \\
m & =0,1,2, \cdots .
\end{aligned}
$$

The basis elements have the norm

$$
\left\|f_{m}\right\|_{k}=\binom{2 k-1+m}{m}^{-\frac{1}{2}}
$$

For an element $v \in S U(1,1)$,

$$
v=\binom{v_{11} v_{12}}{v_{21} v_{22}}, \quad v_{11}=\bar{v}_{22}, v_{12}=\bar{v}_{21}
$$

we define an irreducible unitary representation in $\mathscr{H}_{k}$ by

$$
T_{v} f(z)=\left(v_{12} z+v_{22}\right)^{-2 k} f\left(z^{\prime}\right)
$$

where

$$
z^{\prime}=\frac{v_{11} z+v_{21}}{v_{12} z+v_{22}}
$$

In this fashion we obtain the series $D_{k}^{+} \cdot{ }^{4}$ Similarly we

[^248]define the series $D_{k}^{-}$in $\overline{J ् J}_{k}$ by
\[

$$
\begin{aligned}
T_{v} f(\bar{z}) & =\left(v_{21} \bar{z}+v_{11}\right)^{-2 k} f\left(\bar{z}^{\prime}\right), \\
\bar{z}^{\prime} & =\frac{v_{22} \bar{z}+v_{12}}{v_{21} \bar{z}+v_{11}} .
\end{aligned}
$$
\]

Let us consider the special element $v_{\phi} \in S U(1,1)$ :

$$
v_{\phi}=\left(\begin{array}{cc}
e^{i \phi / 2} & 0 \\
0 & e^{-i \phi / 2}
\end{array}\right)
$$

It turns out that the basis vectors $f_{m}$ are eigenvectors of $T_{v_{\phi}}$ :

$$
\begin{array}{ll}
D_{k}^{+}: & T_{v_{\phi}} f_{m}=e^{i \phi(k+m)} f_{m}, \\
D_{k}^{-}: & T_{v_{\phi}} f_{m}=e^{-i \phi(k+m)} f_{m} .
\end{array}
$$

## B. The Continuation of $T_{v}$ on Polynomial Spaces

The definition of $T_{v}$ can be extended to all elements of $S L(2, C)$ by simply replacing

$$
v_{\alpha \beta} \rightarrow a_{\alpha \beta} .
$$

However, this operation leads in general to elements lying outside $\mathscr{H}_{k}$ or $\overline{\mathscr{H}}_{k}$.

In the sequel the polynomial spaces $\mathscr{T}(\overline{\mathcal{T}})$ which consist of polynomials in $z(\bar{z})$ and are dense in $\mathcal{H}_{k}\left(\overline{\mathcal{X}}_{k}\right)$ play a particular role. On these subspaces, $T_{v}$ can be extended to an operator $T_{a}$, provided $a$ satisfies the following conditions:

$$
X_{k}: a_{12} z+a_{22} \neq 0 \text { for }|z| \leq 1
$$

or

$$
\left|z_{0}\right|>1, \text { when } z_{0}=-a_{22} / a_{12}
$$

$$
\overline{\mathscr{H}}_{k}: a_{21} z+a_{11} \neq 0 \quad \text { for } \quad|z| \leq 1
$$

or

$$
\left|z_{0}\right|>1, \text { when } z_{0}=-a_{11} / a_{21}
$$

In that case,

$$
\left\|\boldsymbol{T}_{a} f_{m}\right\|_{k}<\infty
$$

and $T_{a}$ is an unbounded operator with domain $\mathcal{O} \supset \mathfrak{T}$, or $\overline{\mathcal{O}} \supset \overline{\mathfrak{T}}$. The conditions on $a$ found above are referred to as conditions I.

## C. The Continuation of $T_{v}$ on the Whole Hilbert Space

Though not important for our purposes, we give a characterization of all those $a \in S L(2, C)$ for which $T_{a}$ can be defined on the whole Hilbert space. This domain of elements $a$ is called Graev's domain. ${ }^{5}$ For the sake of simplicity we consider only the representation $D_{k}^{+}$. Conditions on the element $a$

[^249]for $D_{k}^{-}$can be obtained by the substitution
$$
a_{11} \leftrightarrow a_{22}, \quad a_{12} \leftrightarrow a_{21} .
$$

The necessary and sufficient condition (Graev's condition) is that

$$
z^{\prime}=\frac{a_{11} z+a_{21}}{a_{12} z+a_{22}}
$$

defines a contraction, i.e.,

$$
\left|z^{\prime}\right|<1 \text { for } \quad|z| \leq 1
$$

In this case $f\left(z^{\prime}\right)$ is well defined and analytic in $|z| \leq 1$, whatever the singularity of $f(z)$ on the unit circle is. Moreover, we find

$$
\begin{aligned}
\operatorname{Tr}\left(T_{a}^{+} T_{a}\right) & =\sum_{m=0}^{\infty}\binom{2 k-1+m}{m}\left\|T_{a} f_{m}\right\|_{k}^{2} \\
& \leq\left\|T_{a} f_{0}\right\|_{k}^{2}\left(1-\rho^{2}\right)^{-2 k}<\infty
\end{aligned}
$$

when

$$
\rho=\max _{|z| \leq 1}\left|z^{\prime}\right|<1
$$

Use has been made of

$$
\left\|T_{a} f_{m}\right\|_{k}<\rho^{m}\left\|T_{a} f_{0}\right\|_{k}
$$

The existence of the traces of $T_{a}^{+} T_{a}$ proves that $T_{a}$ is bounded and completely continuous. When we introduce a real four-vector $p_{\mu}$ :

$$
\begin{gathered}
p=p_{0}+\sum_{k=1}^{3} p_{k} \sigma_{k}=a \sigma_{3} a^{+} \\
p_{0}^{2}-\sum_{k=1}^{3} p_{k}^{2}=-1
\end{gathered}
$$

the condition that

$$
z \xrightarrow[a]{\longrightarrow} z^{\prime}
$$

is a contraction can be expressed by Graev's domain:

$$
p_{0}<0, \quad\left|p_{3}\right|>1
$$

## D. Triangular Matrices

The simplest manner to satisfy conditions I is

$$
\begin{array}{ll}
D_{k}^{+}: & a_{12}=0, \\
D_{k}^{-}: & a_{22} \neq 0 \\
=0, & a_{11} \neq 0
\end{array}
$$

Then $a$ has the form, respectively,

$$
\begin{aligned}
& a=k=\left(\begin{array}{cc}
\lambda & 0 \\
\mu & \lambda^{-1}
\end{array}\right), \quad \text { in } D_{k}^{+} \\
& a=\tilde{k}=\left(\begin{array}{cc}
\lambda^{-1} & \mu \\
0 & \lambda
\end{array}\right), \quad \text { in } D_{k}^{-}
\end{aligned}
$$

with $\lambda, \mu$ complex. Such triangular matrices constitute a group $K$ (respectively, $\widetilde{K}$ ).

As we did in the case of Graev's domain, we can
characterize conditions I by a four-vector (note the difference!).

$$
\begin{aligned}
p=p_{0}+\sum_{k=1}^{3} p_{k} \sigma_{k} & =a^{-1} \sigma_{3}\left(a^{-1}\right)^{+} \\
p_{0}^{2}-\sum_{k=1}^{3} p_{k}^{2} & =-1
\end{aligned}
$$

This yields for

$$
\begin{array}{ll}
D_{k^{\prime}}^{+} \text {domain } I: & p_{0}+p_{3}>0 \\
D_{k^{\prime}}^{-} \text {domain } \tilde{I}: & p_{3}-p_{0}>0
\end{array}
$$

We continue the discussion first for the case $D_{k}^{+}$. Inserting

$$
a=v k, \quad v \in S U(1,1), \quad v^{+} \sigma_{3}=\sigma_{3} v^{-1}
$$

into the definition of $p$, yields the elements $\lambda, \mu$ of $k(p)$ :

$$
\lambda=\left(p_{0}+p_{3}\right)^{-\frac{1}{2}}, \quad \mu=\left(p_{1}+i p_{2}\right)\left(p_{0}+p_{3}\right)^{-\frac{1}{2}}
$$

These matrices $k(p)$ can be used as boosts. It is remarkable how natural the choice of boosts as triangular matrices is: The domain to which the representation of $S U(1,1)$ can be extended coincides with the domain in which a triangular boost can be defined. Triangular boosts are not rotation free; we should, therefore, better call them "twists."

The complementary domain

$$
p_{0}+p_{3}<0
$$

can be reached by boosts $i \sigma_{1} \cdot k(-p)$ (see Ref. 6). Triangular matrices leave the space $\mathscr{T}$ invariant, this space carries therefore a representation of $K$ by means of unbounded operators. Normalizing the basis $f_{m}$, we find the matrix elements

$$
\left(T_{k}\right)_{m_{1} m_{2}}=c_{m_{1} m_{2}} \lambda^{2 k+m_{1}+m_{2 \mu} m_{2}-m_{1}},
$$

where

$$
c_{m_{1} m_{2}}=\frac{1}{\left(m_{2}-m_{1}\right)!}\left[\frac{m_{2}!\left(2 k-1+m_{2}\right)!}{m_{1}!\left(2 k-1+m_{1}\right)!}\right]^{\frac{1}{2}}
$$

In the case $D_{k}^{-}$we get the same result

$$
\left(T_{\tilde{k}}\right)_{m_{1} m_{2}}=\left(T_{k}\right)_{m_{1} m_{\mathrm{g}}}
$$

In particular, both matrices are triangular matrices of the upper-right type. The space $\overrightarrow{\mathfrak{T}}$ is invariant against $T_{\tilde{k}}$, where $T_{\tilde{k}}$ is a representation of the element $\tilde{k} \in \tilde{K}$.

## 3. BARGMANN-WIGNER FIELDS

A. The Field Element to the Angle $\Omega_{0}$

Let a Hilbert space $\mathfrak{H E}$ be defined by

$$
\mathscr{H}=\left\{\phi_{m}(p): \sum_{m=0}^{\infty} \int\left|\phi_{m}(p)\right|^{2} d \mu(p)<\infty\right\}
$$

[^250]where
$$
d \mu(p)=d^{4} p \delta\left(p^{2}+1\right)
$$

In this Hilbert space we define a unitary representation of the inhomogeneous Lorentz group by

$$
U_{(a, x)} \phi_{m}(p)=\sum_{m=0}^{\infty} e^{i p x} D_{m m^{\prime}}(R(a, p)) \phi_{m^{\prime}}\left(p^{\prime}\right),
$$

with $D \in D_{k}^{+}$, and

$$
\begin{aligned}
p^{\prime} & =a^{-1} \cdot p \cdot\left(a^{-1}\right)^{+} \\
R(a, p) & =a(p) \cdot a \cdot a\left(p^{\prime}\right)^{-1} \in S U(1,1), \\
a(p) p a(p)^{+} & =\sigma_{3}
\end{aligned}
$$

We choose $a(p)$ as

$$
a(p)=\begin{array}{lll}
k(p), & \text { for } & p_{0}+p_{3}>0 \\
i \sigma_{1} \cdot k(-p), & \text { for } & p_{0}+p_{3}<0
\end{array}
$$

$D_{m m^{\prime}}(v)$ may be any representation of the series $D_{k}^{+}$. The series $D_{k}^{-}$can be treated similarly (see Sec. 4). For $p_{0}+p_{3}>0$, we represent $a(p)$ by $A(p)$ :

$$
A(p)=T_{k(p)} .
$$

If $\phi_{m}$ is in $\mathcal{T}, A(p)$ and its inverse can be applied to it, and we are allowed to define

$$
\psi_{\alpha}(p)=\sum_{m=0}^{\infty} A^{-1}(p)_{\alpha m} \cdot \phi_{m}(p) \cdot \theta\left(p_{0}+p_{3}\right) .
$$

If $p$ and $p^{\prime}$ are both in I , then we may further write

$$
U_{a} \psi_{\alpha}(p)=\sum_{a^{\prime}=0}^{\infty} D_{\alpha \alpha^{\prime}}(a) \psi_{\alpha^{\prime}}\left(p^{\prime}\right),
$$

where by definition

$$
D_{\alpha x^{\prime}}(a)=\left[A^{-1}(p) D(R(a, p)) A\left(p^{\prime}\right)\right]_{\alpha x^{\prime}}
$$

For momenta $p$ on a given orbit, we use the notation $\Omega$ for the direction of the momentum three-vector in the system $p_{0}=0$. In particular, we denote the direction of the positive third axis by $\Omega_{0}$. Remembering that our definition of boosts involved a normal form $p_{n}=\sigma_{3}$, we write the "field element" $\psi_{\alpha}(p)$ just constructed as

$$
\psi_{a}\left(p, \Omega_{0}\right)
$$

The extension of this definition to all $\Omega$ and the final substitution of $\Omega$ by rest classes of the group $K$ are the next steps to take.
B. The Field Element for Arbitrary Angle $\Omega$

The condition that $p$ and $p^{\prime}$ are both in $I$ is a condition on the element $a \in S L(2, C)$ which cannot be satisfied by all $a$ 's. To make an application of all
$a$ 's possible, we proceed as follows. Let us define

$$
\begin{gathered}
\sigma_{\Omega}=u_{\Omega}^{-1} \sigma_{3} u_{\Omega}=\sum_{k=1}^{3} e_{\Omega, k} \sigma_{k}, \\
\sum_{k=1}^{3} e_{\Omega, k}^{2}=1,
\end{gathered}
$$

where $u_{\Omega}$ is any matrix of $S U(2)$. To make the relation between $u_{\Omega}$ and $e_{\Omega}$ unique, we may define

$$
u_{\Omega, 11} \geq 0, \quad u_{\Omega} \in S U(2) / U(1) .
$$

The equation

$$
a_{\mathbf{\Omega}}(p) p a_{\mathbf{\Omega}}(p)^{+}=\sigma_{\Omega},
$$

where

$$
p_{\Omega}=u_{\Omega} p u_{\Omega}^{-1} \in I,
$$

can be solved by

$$
a_{\Omega}(p)=u_{\Omega}^{-1} k\left(p_{\Omega}\right) u_{\Omega} .
$$

The corresponding little group $S U(1,1)_{\Omega}$ consists of elements

$$
\begin{aligned}
R(a, p, \Omega) & =a_{\Omega}(p) a a_{\Omega}\left(p^{\prime}\right)^{-1} \\
& =u_{\Omega}^{-1} R\left(a_{\Omega}, p_{\Omega}\right) u_{\Omega},
\end{aligned}
$$

where

$$
a_{\Omega}=u_{\Omega} a u_{\Omega}^{-1}
$$

We introduce a field element to the angle $\Omega$ by

$$
\begin{aligned}
\psi_{\alpha}(p, \Omega)=\sum_{m=0}^{\infty}\left[A ^ { - 1 } ( p _ { \Omega } ) D \left(R \left(u_{\Omega},\right.\right.\right. & \left.\left.\left.\left.p_{\Omega}\right)\right)\right]\right]_{\alpha m} \\
& \times \phi_{m}(p) \theta\left(\mathbf{p e}_{\Omega}+p_{0}\right) .
\end{aligned}
$$

For this definition to make sense we must, moreover, take

$$
\phi^{\prime}(p)=D\left(R\left(u_{\Omega}, p_{\Omega}\right)\right) \phi(p) \in \mathcal{T} .
$$

If $p \in I$ and $u \in S U(2)$ are such that also

$$
p^{\prime}=u^{-1} p u \in I,
$$

we obtain

$$
\begin{aligned}
U_{u} \psi_{\alpha}\left(p, \Omega_{0}\right) & =\sum_{\alpha^{\prime}=0}^{\infty} D_{\alpha \alpha^{\prime}}(u) \psi_{\alpha^{\prime}}\left(p^{\prime}, \Omega_{0}\right) \\
& =\sum_{m=0}^{\infty}\left[D(u) A^{-1}\left(p^{\prime}\right)\right]_{\alpha m} \phi_{m}\left(p^{\prime}\right)
\end{aligned}
$$

Let us choose

$$
u=u_{\Omega} \quad \text { and } \quad p_{\Omega}^{\prime}=u_{\Omega} p^{\prime} u_{\Omega}^{-1}=p
$$

Then we may insert our definition of the field element to the angle $\Omega$,

$$
\phi_{m}\left(p^{\prime}\right)=\sum_{a=0}^{\infty}\left[D\left(R^{-1}\left(u_{\Omega}, p\right)\right) A(p)\right]_{m a} \psi_{a}\left(p^{\prime}, \Omega\right),
$$

and get

$$
U_{u_{\Omega}} \psi_{a}\left(p, \Omega_{0}\right)=\psi_{\alpha}\left(p^{\prime}, \Omega\right), \quad p^{\prime}=u_{\Omega}^{-1} p u_{\Omega}
$$

because by definition

$$
D\left(u_{\Omega}\right) A^{-1}\left(p^{\prime}\right) D\left(R^{-1}\left(u_{\Omega}, p\right)\right) A(p)=1
$$

For elements $p, p^{\prime}$ which are not simultaneously of $I$, we take

$$
U_{u_{\Omega}} \psi_{a}\left(p, \Omega_{0}\right)=\psi_{\alpha}\left(p^{\prime}, \Omega\right)
$$

as a definition of $U_{u_{\Omega}}$.

## C. Application of $S L(2, C)$ to $\psi_{\alpha}(p, \Omega)$

We find in Sec. 3D that the field $\psi_{\alpha}(p, \Omega)$ contains many superfluous variables. This is the price we have to pay for a $p$-independent transformation property under application of the homogeneous Lorentz group. To find this transformation property, we first write

$$
\psi_{\alpha}\left(p, u_{\Omega}\right) \text { instead of } \psi_{\alpha}(p, \Omega)
$$

Second, we note that an arbitrary element $a \in S L(2, C)$ can be decomposed as

$$
a=k \cdot u, \quad u_{11} \geq 0, \quad k \in K
$$

This decomposition tells us that the quotient

$$
S L(2, C) / K
$$

can be characterized by such elements $u$ :

$$
u \in S U(2) \mid U(1), \quad \text { i.e., } \quad u_{11} \geq 0
$$

From the relations

$$
\begin{aligned}
& k \in K: \\
& U_{k} \psi_{\alpha}(p, 1)=\sum_{\beta=0}^{\infty}\left(T_{k}\right)_{\alpha \beta} \psi_{\beta}\left(p^{\prime}, 1\right), \\
& p^{\prime}=k^{-1} p\left(k^{-1}\right)^{+}, \\
& u \in S U(2) / U(1): \quad U_{u} \psi_{a}(p, 1)=\psi_{z}\left(p^{\prime}, u\right), \\
& p^{\prime}=u^{-1} p u,
\end{aligned}
$$

we find, for general $a \in S L(2, C)$,

$$
\begin{aligned}
U_{a} \psi_{a}(p, u) & =U_{u} U_{a} \psi_{a}\left(u p u^{-1}, 1\right) \\
& =U_{k} U_{u^{\prime}} \psi_{\alpha}\left(u p u^{-1}, 1\right) \\
& =\sum_{\beta=0}^{\infty}\left(T_{k}\right)_{\alpha \beta} U_{u^{\prime}} \psi_{\beta}\left(k^{-1} u p\left(k^{-1} u\right)^{+}, 1\right) \\
& =\sum_{\beta=0}^{\infty}\left(T_{k}\right)_{\alpha \beta} \psi_{\beta}\left(a^{-1} p\left(a^{-1}\right)^{+}, u^{\prime}\right)
\end{aligned}
$$

Here we made use of

$$
u a=k u^{\prime}
$$

which describes the transformation of points in the space $S L(2, C) / K$. The matrix elements of $T_{k}$ were given in Section 2.4.

## D. The Elimination of Superfluous Variables

The fact that a field $\psi_{\alpha}(p, u)$ belongs to an irreducible representation of the inhomogeneous Lorentz group
leads to an identity which helps us to eliminate superfluous variables. If $u_{1}, u_{2} \in S U(2) / U(1)$ are such that

$$
\begin{gathered}
p_{u_{1}}, \quad p_{u_{2}} \in I, \\
p_{u}=u p u^{-1} \\
\psi_{a}\left(p, u_{1}\right)=\sum_{\beta=0}^{\infty}\left[A^{-1}\left(p_{u_{1}}\right) D\left(R\left(u_{1}, p_{u_{1}}\right)\right)\right. \\
\left.\times D\left(R\left(u_{2}, p_{u_{2}}\right)\right)^{-1} A\left(p_{u_{2}}\right)\right]_{\alpha \beta} \psi_{\beta}\left(p, u_{2}\right)
\end{gathered}
$$

or, as a definition of $\Delta \alpha \beta$,

$$
\psi_{\alpha}\left(p, u_{1}\right)=\sum_{\beta=0}^{\infty} \Delta_{\alpha \beta}\left(p \mid u_{1}, u_{2}\right) \psi_{\beta}\left(p, u_{2}\right) .
$$

For $p_{u}, u=u_{1}$, and $u=u_{2}$, not simultaneously in $I$ the $\Delta_{\alpha \beta}$ can, in general, not be defined.

## 4. THE PARITY TRANSFORMED FIELD

## A. Definition of a Field $\psi^{\alpha}(p, u)$

If a representation of $S U(1,1)$ belongs to the series $D_{k}^{+}$, the conjugate representation belongs to $D_{k}^{-}$with the same $k$. The conjugation can best be defined in the basis $\left\{f_{m}\right\}$. The idea of defining a field $\psi^{\alpha}(p, u)$ consists in continuing first the conjugate representation and to conjugate it back after the continuation. However, we emphasize that the field $\psi^{\alpha}(p, u)$ thus obtained is different from the conjugate contragredient representation of $\psi_{\alpha}(p, u)$. The reason is that

$$
\tilde{k}=k^{-1, T}
$$

does not imply

$$
T_{\tilde{k}}=\left(T_{k}\right)^{-1, T}
$$

Indeed the latter equation is impossible, since $T_{\tilde{k}}$ is upper-right but the transpose of $T_{\boldsymbol{k}}^{-1}$ is lower-left triangular.

We proceed similarly as before. We define

$$
a(p)=\begin{array}{ll}
\dot{k}(p), & \text { for } p_{3}-p_{0}>0 \\
i \sigma_{1} k(-p), & \text { for } p_{3}-p_{0}<0
\end{array}
$$

where the elements of $k(p)$ are

$$
\lambda=\left(p_{3}-p_{0}\right)^{-\frac{1}{2}}, \quad \mu=-\left(-p_{1}+i p_{2}\right)\left(p_{3}-p_{0}\right)^{-\frac{1}{2}}
$$

For $p \in I$ we represent $a(p)$ by $B(p)$ :

$$
B(p)=T_{\tilde{k}(p)}
$$

If $P_{t}$ is a time inversion

$$
P_{t} p_{0}=-p_{0}, \quad P_{t} p_{k}=+p_{k}
$$

we may write

$$
\overline{K\left(P_{t} p\right)}=k^{-1, \mathrm{~T}}(p)
$$

By means of the matrix $B(p)$ we define

$$
\psi^{\alpha}\left(p, \Omega_{0}\right)=\sum_{m=n}^{\infty} B^{-1}(p)_{\alpha m} \phi_{m}(p) \theta\left(p_{3}-p_{0}\right)
$$

as before. For $\tilde{k} \in \tilde{K}$ we have

$$
\begin{aligned}
U \tilde{k} \psi^{\alpha}\left(p, \Omega_{0}\right) & =\sum_{\beta=0}^{\infty} \overline{\left(T_{\tilde{k}}\right) \alpha \beta} \psi^{\beta}\left(p^{\prime}, \Omega_{0}\right) \\
p^{\prime} & =\tilde{k}^{-1} p\left(\tilde{k}^{-1}\right)^{+}
\end{aligned}
$$

In addition we introduce

$$
\begin{aligned}
\psi^{\alpha}(p, \Omega)=\sum_{m=0}^{\infty}\left[B^{-1}\left(p_{\Omega}\right) D\left(\tilde{R}\left(u_{\Omega} p_{\Omega}\right)\right)\right]_{\alpha m} \phi_{m}(p) \\
\cdot \theta\left(\mathbf{e}_{\Omega} \mathbf{p}-p_{0}\right)
\end{aligned}
$$

Here we marked the difference in the definition of $R(a, p)$, which is due to the different boosts used.

The quantities $\psi^{\alpha}(p, u)$ transform, finally, as
with

$$
U_{a} \psi^{\alpha}(p, u)=\sum_{\beta=0}^{\infty} \overline{\left(T_{\tilde{k}}\right)_{\alpha \beta}} \psi^{\hat{\beta}}\left(p^{\prime}, u^{\prime \prime}\right),
$$

$$
\begin{aligned}
u a & =k u^{\prime \prime} \\
p^{\prime} & =a^{-1} p\left(a^{-1}\right)^{+}
\end{aligned}
$$

We point out that the argument $u^{\prime \prime}$ is not equal to $u^{\prime}$ obtained from

$$
u a=k u^{\prime}
$$

## B. Bargmann-Wigner Equations

After a Fourier transformation we obtain

$$
\psi_{a}(x, u)=(2 \pi)^{-\frac{3}{2}} \int e^{i v x} \psi_{a}(p, u) d \mu(p)
$$

with the property

$$
U_{(a, y)} \psi_{\alpha}(x, u)=\sum_{\beta=0}^{\infty}\left(T_{k}\right)_{\alpha \beta} \psi_{\beta}\left(a^{+} x a+y, u^{\prime}\right)
$$

Our aim is to construct a dual object $\psi^{\alpha}(x, u)$ which is connected with $\psi_{a}(x, u)$ by a covariant field equation. The form of $\psi^{\alpha}(x, u)$ is not yet suited for such a purpose since
(a) its support is different from the support of $\psi_{\alpha}(p, u)$;
(b) $u$ transforms differently and so does the support. To cure these defects we perform first a time reflection $\boldsymbol{P}_{\boldsymbol{i}}$ :

$$
\tilde{\psi}^{\alpha}(p, u)=\psi^{\alpha}\left(P_{t} p, u\right)
$$

To adjust the transformation property of $u$ we make an additional total inversion in $\phi_{m}(p)$ :

$$
\phi_{m}\left(P_{t} p\right) \rightarrow \phi_{m}^{\prime}\left(P_{t} p\right)=\phi_{m}\left(P_{s} p\right)
$$

Since $\hat{p}=P_{s} p$ transforms as

$$
\hat{p} \rightarrow \hat{p}^{\prime}=a^{+} p a
$$

i.e., contravariant as compared with $p$, we introduce a new representation by

$$
U_{a} \rightarrow \tilde{U}_{a}=U_{\left(a^{-1}\right)^{+}}, \quad U_{x} \rightarrow \tilde{U}_{x}=U_{P_{a} x}=U_{\hat{x}}
$$

The relation defining the change in $u$ is now

$$
u\left(a^{+}\right)^{-1}=\tilde{k} u^{\prime \prime}
$$

which implies

$$
k=\left(k^{-1}\right)^{+}, \quad u^{\prime \prime}=u^{\prime}
$$

This is in accord with the relation

$$
\tilde{k}\left(P_{t} p\right)=\left[k(p)^{-1}\right]^{+}
$$

already found above. In this fashion we obtain a quantity $\psi^{\alpha}(p, u)$ which transforms as

$$
\tilde{U}_{a} \psi^{\alpha}(p, u)=\sum_{\beta=0}^{\infty}\left(T_{k^{-1, r}}\right)_{\alpha \beta} \psi^{\beta}\left(p^{\prime}, u^{\prime}\right)
$$

In the derivation of this equation we have to make use of the fact that $u_{\Omega}$ commutes with $P_{t}$ and that, in the basis $\left\{f_{m}\right\}$,

$$
T_{k}=T_{k} \quad(k \text { is the conjugate of } k)
$$

because the matrix elements depend polynomially on the matrix elements of $k$ with real coefficients. Now we are in a position to derive the BargmannWigner equations:
implies

$$
\psi^{\alpha}\left(\sigma_{3}, 1\right)=\psi_{a}\left(\sigma_{3}, 1\right)
$$

$$
\tilde{U}_{a} \psi^{a}\left(\sigma_{3}, 1\right)=U_{a} \psi_{a}\left(\sigma_{3}, 1\right)
$$

or

$$
\begin{aligned}
& \psi^{\alpha}(p, u)=\sum_{\beta=0}^{\infty} P^{\alpha \beta}(p, u) \psi_{\beta}(p, u) \\
& \psi_{a}(p, u)=\sum_{\beta=0}^{\infty} \hat{P}_{\alpha \beta}(p, u) \psi^{\beta}(p, u)
\end{aligned}
$$

where

$$
P^{\alpha \beta}(p, u)=\sum_{\gamma=0}^{\infty}\left(T_{k}\right)_{\alpha \gamma}\left(T_{k}\right)_{\gamma \beta}
$$

Here $p, k$, and $u$ are defined by:

$$
\begin{aligned}
& p=a^{-1} \sigma_{3}\left(a^{-1}\right)^{+} \\
& a=k u
\end{aligned}
$$

Of course $P^{\alpha \beta}$ depends only on $k$. It is a triangular matrix with the elements

$$
P^{\alpha \beta}=(2 \lambda \mu)^{\beta-\alpha} c_{\alpha \beta}
$$

$\lambda$ and $\mu$ are the elements of $k$. It is remarkable that all diagonal elements of $P$ and $P$ are equal to one.

A Fourier transformation of $P$ and $P$ makes not much sense because of the singularities involved in the elements of $P$ and $\hat{P}$. Indeed, for $u=1$, we have $k=k(p)$ and, therefore,

$$
\lambda \mu=-\left(p_{1}+i p_{2}\right) /\left(p_{0}+p_{3}\right)
$$

On the other hand, the fields $\psi_{\alpha}$ and $\psi^{\alpha}$ must satisfy
the boundary condition that

$$
\psi_{\alpha}\left(\psi^{\alpha}\right) \sim\left(\mathbf{p e}_{\Omega}+p_{0}\right)^{\alpha}
$$

or of higher order for $\mathbf{p e}_{\Omega}+p_{0} \rightarrow 0+$.
From the fact that the elements of $P$ and $\hat{P}$ are of homogeneity zero in the momentum follows immediately that the Klein-Gordon equation must be imposed on the fields as an independent condition.

## 5. DISCUSSION

We have obtained fields

$$
\psi_{\alpha}(x, u)
$$

which satisfy
(a) the Bargmann-Wigner equations;
(b) the Klein-Gordon equation;
(c) certain identities.

We recall that the identities have been introduced to eliminate superfluous variables and to connect our fields with an irreducible representation of the inhomogeneous Lorentz group. We emphasize, however, that it makes good sense to abandon these identities. Indeed, a timelike Bargmann-Wigner field is also reducible into two components satisfying

$$
\left|p_{0}\right|=m
$$

Abandoning the identities in our case would lead to a representation which is reducible into components which can all be ascribed to the solutions of

$$
|\mathbf{p}|=\lambda
$$

Instead of a particle-antiparticle duality this would entail a continuous internal symmetry group $S U(2)$.

Let us now make a comment on the transformation properties of our fields. A Gel'fand-Yaglom field $\psi(x, u)$ transforms as

$$
U_{a} \psi(x, u)=\lambda^{t_{1}} \bar{\lambda} t^{2} \psi\left(a^{+} x a, u^{\prime}\right),
$$

where $u a=k u^{\prime}, \lambda$ is the diagonal element $k_{11}$ of $k$, $t_{1}, t_{2}$ are complex numbers. Let us decompose $k$ as

$$
k=\left(\begin{array}{cc}
\lambda & 0 \\
\mu & \lambda^{-1}
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
\mu \lambda^{-1} & 1
\end{array}\right)\left(\begin{array}{cc}
\lambda & 0 \\
0 & \lambda^{-1}
\end{array}\right)
$$

The matrices

$$
\left(\begin{array}{ll}
1 & 0 \\
z & 1
\end{array}\right)
$$

constitute the nilpotent group $N$ and the diagonal matrices constitute the Abelian group $A$, i.e.,

$$
K=N A
$$

If in a completely irreducible representation of $K, N$ is mapped on the identity, the representation is onedimensional and a representation of $A$. This yields the multiplier of the Gel'fand-Yaglom field. In our case the nilpotent group $N$ is represented by infinite triangular matrices.

Gel'fand-Yaglom fields have an important advantage over our fields, since they allow us to construct local invariant densities in a simple fashion, e.g.,

$$
[\psi, \psi](x)=\int \bar{\psi}(x, u) \psi(x, u) d \mu(u)
$$

in the case of the principal series. However, if we allow for a reducibility with respect to the inhomogeneous Lorentz group of an arbitrary degree, this statement is nearly trivial. Indeed, a field belonging to the regular representation of $S L(2, C)$,

$$
\psi(x, a), \quad a \in S L(2, C)
$$

gives the invariant density

$$
[\psi, \psi](x)=\int d \mu(a) \bar{\psi}(x, a) \psi(x, a)
$$

Such fields can even be made to satisfy the equation

$$
\left(\square_{x}+M^{2}\right) \psi(x)=0
$$

Let us finish with a remark concerning the connection of spin and statistics. We know that Pauli's proof of the spin-statistics theorem is based on the degree $2 S$ of the homogeneous polynomial $P^{\alpha \beta}(p)$. In this context, it is remarkable that our triangular matrices $p^{\alpha \beta}(p)$ are homogeneous of degree zero independently of what the spin $k$ is.
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